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success has been achieved by invoking rapid rotation of the
progenitors (e.g., Cao et al. 2013; Groh et al. 2013b).
To address this putative issue, some authors have proposed

that some amount of helium in SNe Ic may be “hidden” and
remain neutral if the 56Ni (which provides nonthermal
excitations via radioactive decay) is insufficiently mixed with
the helium-rich ejecta (e.g., Dessart et al. 2011, 2012).
Comparisons to observation do not find evidence for large
amounts of hidden helium in SNe Ic, however, and it is unclear
from the models how much helium could truly be hidden in this
way (e.g., Hachinger et al. 2012; Taddia et al. 2015; Liu et al.
2016). Our updated stripped-envelope fractions argue that this
problem is less egregious than previously indicated.
Other discrepancies have arisen within the single WR-like

progenitor scenario. The observed ejecta masses of normal
SNeIb/c (Mej≈2.0–4Me; Drout et al. 2011; Cano 2013;
Lyman et al. 2016) are not in good agreement with the
estimated masses of WR stars at the time of core collapse
(M10Me; Meynet & Maeder 2003; Yoon 2015), assuming
that most SNeIb/c produce neutron star remnants rather than
black hole remnants. Note that SNeIc-BL may have larger
ejecta masses, and so this reasoning holds for normal SNe Ib/c
only (Cano 2013). In addition, the rates of SNeIb/c compared
to those of SNe II are inconsistent with WR star progenitors
(the incidence rate of WR stars is too low to explain the high
fraction of SNe Ib/c; e.g., Smith et al. 2011a), and the search
for SNIb/c progenitors in pre-explosion images has, in several
instances, ruled out normal WR stars (Eldridge et al. 2013,
though see also Groh et al. 2013b).

Figure 21. Relative fractions of core-collapse SN types within a volume-limited sample using the original classifications from L11 (left) compared to the updated
classifications presented here (right). Subtypes are color-coded along with the other members of their major type, and the “peculiar” subtype labels are grouped with
the appropriate “normal” events (except for the SN Ibc-pec group of L11, which included both SNe Ic-BL and Ca-Rich transients). All fractions are listed in Table 3
and any objects listed in Table 1 with more than one possible classification are given a fractional weight in each class, as described in Section 5.
(A color version of this figure is available in the online journal.)

Table 3
Updated Relative SN Fractions in a Volume-limited Survey

Type Previous This Work Difference

Core Collapse

II �
�68.9 6.0

6.0
�
�69.6 6.7

6.7 L
IIb/Ib/Ic �

�31.1 4.6
4.6

�
�30.4 4.9

5.0 L

Stripped Envelope

IIb �
�27.6 9.1

9.1
�
�34.0 11.1

11.1 +6.3
IIb-pec L �

�2.0 2.0
1.5 L

Ib �
�16.1 6.6

6.8
�
�35.6 11.4

11.4 +19.5
Ib-pec L L L
Ibc-peca �

�12.4 5.6
5.9 L L

Ic �
�41.1 11.4

11.5
�
�21.5 8.6

8.6 −19.6
Ic-pec �

�2.8 2.8
2.6

�
�3.2 3.2

3.1 L
Ic-BL L �

�3.7 3.7
2.9 L

Hydrogen Rich

IIb �
�93.2 11.3

11.5
�
�89.1 10.9

10.9 L
II-87A L �

�4.2 2.7
2.4 L

IIn �
�6.8 2.9

3.0
�
�6.7 2.9

3.0 L

Notes. Relative fractions of core-collapse SNe in the LOSS volume-limited
sample, within several different subsets, expressed in percentages. In the left
column we present the fractions assuming the original classifications used
by L11, in the center column we present our updated fractions, and in the right
column we highlight the most notable updates.
a L11 included SNe Ic-BL and Ca-Rich transients with the Ibc-pec class. In our
updated fractions we list the SNe Ic-BL seperately, and we do not group the
Ca-Rich events with core-collapse SNe.
b Including the II-L and II-P subclasses of L11.
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Fig. 1. The explosion energy and the ejected 56Ni mass as a function of the main sequence mass of the progenitors for
several supernovae/hypernovae.

The new ingredients taken into account in the present nucleosynthesis models are: (i) the
variation of E (hypernovae, normal SNe, and faint SNe), (ii) the mixing and fallback, and (iii)
neutrino processes that affects neutron excess near the mass cut.

3.1. Energy dependence

In core-collapse supernovae/hypernovae, stellar material undergoes shock heating and subse-
quent explosive nucleosynthesis. Iron-peak elements are produced in two distinct regions, which
are characterized by the peak temperature, Tpeak, of the shocked material. For Tpeak > 5 × 109 K,
material undergoes complete Si burning whose products include Co, Zn, V, and some Cr after

Nomoto+06

“Standard” CCSNe

We focus on “standard” CCSNe
coming from non-extreme initial conditions (mass, rotation, B-field),
resulting in normal explosion (not GRB-HNe, not SLSNe).

What is the “standard” explosion?
Eexp = 10^51 erg?   MNi = 0.07 solar mass?
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Figure 13. Outcome of core collapse as a function of ZAMS mass of single nonrotating massive stars, assuming that for moderately stiff nuclear EOS (e.g., LS180/
LS220), neutrino-driven explosions can be launched up to a bounce compactness ξ2.5 ! 0.45 (cf. Section 4.5). Other potential explosion mechanisms are neglected. We
consider only explosion and BH formation without explosion as outcomes and neglect other scenarios, including post-explosion BH formation via fallback accretion
(Zhang et al. 2008; Dessart et al. 2010), cooling or nuclear phase transitions. Shown are results for a range of model sets and metallicities (see Section 3). Very low
metallicity stars with ZAMS masses above ∼30 M" robustly form a BH without explosion. At higher metallicity, uncertainties in the physics of mass loss (e.g., Smith
et al. 2010) make robust predictions difficult. This is reflected in the rather dramatic disagreement of the four solar-metallicity progenitor model sets that we include.
The “BH fractions” stated at the right edge of the plot denote the fraction of massive stars with M " 8 M" that form BHs. They are obtained by convolution with a
Salpeter IMF under the assumption that stars with 8 M" ! M ! 14 M" explode robustly.
(A color version of this figure is available in the online journal.)

(IMF; α = 2.35, Mmin = 8.0 M", and Mmax = 150.0 M") we
estimate that ∼15% of all progenitors form BHs without explo-
sion. At (around) solar metallicity, the precise way of prescrib-
ing mass loss in stellar evolution has tremendous consequences
on the mapping between ZAMS mass and core collapse out-
come. Depending on the particular mass-loss prescription, we
predict a BH fraction of 0%–7% for solar-metallicity stars. This
makes mass loss the single most important unknown parameter
in connecting ZAMS conditions to core collapse outcome (in
agreement with Smith et al. 2010).

Rapid rotation, which may be present in a significant subset
of massive stars, generally increases the maximum PNS mass
by centrifugal support and delays BH formation. Assuming
(quite likely) uniform rotation of the PNS core, the increase
in maximum PNS mass due to centrifugal support in the
range of rotation rates explored is ∼5%–10%. In the basic
neutrino mechanism, rotation leads to a lower sum of νe and
ν̄e luminosities and lower mean energies for all neutrino types.
This is detrimental for explosion in 1.5D (and perhaps even
in 2.5D) despite centrifugal support (Fryer & Heger 2000; Ott
et al. 2008). A larger fraction of massive stars may form BHs
with (moderate) rotation than without. Left out of this picture are
potential magnetohydrodynamics contributions to the explosion
mechanism and energetics (cf. Burrows et al. 2007b).

Of particular interest to both formal relativity theory and
astrophysics is the range of potential birth spins of BHs.
Our results quite strikingly suggest that the rotation rate of
the maximum-mass PNS and, hence, the spin of the nascent
BH, will be limited to values of a$ below !0.9 by likely
nonaxisymmetric dynamics. If true and confirmed by multi-
dimensional simulations, 3D rotational instabilities may be a
cosmic censor preventing naked singularities from forming in
stellar collapse.

Rotation and the associated angular momentum are key
ingredients in the collapsar scenario for GRBs (Woosley 1993).
As part of this study, we have performed the first BH formation

study with the m35OC GRB progenitor of Woosley & Heger
(2006). Using the LS220 EOS, we predict an initial BH mass
of ∼2.29 M" and a$ of ∼0.58. Assuming that the GRB engine
cannot operate until a Keplerian disk has formed, there will be a
delay of ∼10 s between BH formation and GRB engine ignition
at a BH mass of ∼8 M" and a$ ∼ 0.75.

Finally, we re-emphasize that the goal of this study was not
to yield accurate predictions about the outcome of core collapse
in any individual progenitor. Rather, we have studied and
established overall trends with progenitor parameters. We have
made simplifications and approximations, and have omitted a
broad range of potentially relevant physics. The most important
of the latter may well be multi-dimensional dynamics and their
effect on the CCSN explosion mechanism and on the associated
failure rate of CCSNe.

Future work may be directed toward studying the systemat-
ics of BH formation in the post-explosion phase via fallback
accretion, PNS cooling, or EOS phase transitions. Our current
neutrino treatment must be upgraded for more quantitatively
accurate simulations and neutrino signature predictions. Ulti-
mately, multi-dimensional GR simulations of successful and
failing CCSNe will be necessary to study the multi-dimensional
dynamics left out here and for making truly robust predictions
of the outcome of stellar collapse for any given set of initial
conditions.

We acknowledge helpful discussions with and input from A.
Burrows, P. Cerdá-Durán, L. Dessart, M. Duez, T. Fischer, J.
Kaplan, J. Lattimer, C. Meakin, J. Murphy, F. Peng, S. Phin-
ney, C. Reisswig, S. Scheidegger, N. Smith, E. Schnetter, K.
Thorne, and S. Teukolsky. We thank S. Woosley and A. Heger
for their recent presupernova models and A. Chieffi and M.
Limongi for making available both of their presupernova model
sets. The computations were performed at Caltech’s Center for
Advanced Computing Research on the cluster “Zwicky” funded
through NSF grant no. PHY-0960291 and the Sherman Fairchild
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Explosion/non-explosion is non-monotonic and divided by ξ2.5 ~ 0.45.
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Figure 1. Baryonic (left) and gravitational (right) neutron mass–radius relations
for various hot nuclear EOS. The temperature is taken to be constant throughout
the star at T = 0.1 MeV and the electron fraction is determined through
neutrinoless β-equilibrium with an imposed minimum of 0.05 due to table
constraints.
(A color version of this figure is available in the online journal.)

2.3. Equations of State and Maximum Neutron Star Masses

We include multiple finite-temperature nuclear EOS in this
study to explore the dependence of postbounce evolution and
BH formation on EOS properties. The Lattimer–Swesty (LS)
EOS (Lattimer & Swesty 1991) is based on the compressible
liquid-droplet model, assumes a nuclear symmetry energy Sv

of 29.3 MeV, and comes in three variants with different values
of the nuclear incompressibility of Ks = 180 MeV (LS180),
220 MeV (LS220), and 375 MeV (LS375). The EOS of Shen
et al. (1998a, 1998b) (HShen EOS), on the other hand, is
based on a relativistic mean-field model, has Sv = 36.9 MeV
and Ks = 281 MeV. More details on these EOS and their
implementation in GR1D is given in O’Connor & Ott (2010).
The EOS tables and driver routines employed in this study are
available for download at http://stellarcollapse.org.

By solving the Tolman–Oppenheimer–Volkoff (TOV) equa-
tions (Oppenheimer & Volkoff 1939) with T = 0.1 MeV and
assuming neutrinoless β-equilibrium we determine the neutron
star baryonic and gravitational mass–radius relationships that
each of these four EOS produces and that are depicted by
Figure 1. The maximum gravitational (baryonic) neutron star
masses are ∼1.83 M" (∼2.13 M"), ∼2.04 M" (∼2.41 M"),
∼2.72 M" (∼3.35 M"), and ∼2.24 M" (∼2.61 M") for LS180,
LS220, LS375, and HShen, respectively. The coordinate radii of
these maximum-mass stars are ∼10.1 km, ∼10.6 km, ∼12.3 km
and ∼12.6 km, respectively.

The above maximum neutron star masses hold only for
nonrotating cold NSs. As we will discuss in detail in
Section 4.3, the PNSs at the heart of the failing CCSNe con-
sidered in this work are much hotter. They have central tem-
peratures of ∼10–20 MeV and tens of MeV in their outer core
and mantle. Thermal effects have a significant effect on their
maximum masses.

In this study, we do not consider hyperonic EOS, e.g., the
hyperonic extension of the HShen EOS by Ishizuka et al. (2008),
or EOS involving other phases of nuclear matter, e.g., quarks
and pions Nakazato et al. (2010). Such EOS are potentially
interesting in failing CCSNe, since their exotic components lead
to a softening of the EOS at high density, potentially accelerating

BH formation (Sumiyoshi et al. 2009). We also do not consider
EOS that include QCD phase transitions that too may lead to
early PNS collapse and potentially to a second bounce and
neutrino burst (Sagert et al. 2009).

3. MODEL SETUP

3.1. Presupernova Data

We make use of single-star nonrotating presupernova models
from several stellar evolution studies: Woosley & Weaver (1995)
(WW95), Woosley et al. (2002) (WHW02), Limongi & Chieffi
(2006) (LC06A/B), and Woosley & Heger (2007) (WH07).
Each of these studies evolved stars with a range of ZAMS masses
at solar metallicity (Z", hereafter denoted with prefix s in model
names) up until the onset of core collapse. In addition to solar
metallicity, WHW02 evolved stars with ultra low metallicity,
10−4 Z" (denoted by prefix u) and zero metallicity (denoted by
prefix z). Rotation is of relevance in stellar evolution and stellar
evolutionary processes affect the rotational configuration at the
presupernova stage. In order to study BH formation, BH birth
properties and their impact on a potential subsequent evolution
to a GRB in such spinning progenitors, we draw representative
models from Heger et al. (2000) (HLW00) and from Woosley &
Heger (2006) (WH06) who included rotation in essentially the
same way as we do in GR1D.

In Table 1, we list key parameters for all models in our set.
These include presupernova mass, iron core mass (which we
define as the baryonic mass interior to Ye = 0.495), and the
bounce compactness ξ2.5. The latter is defined as

ξM = M/M"

R(Mbary = M)/1000 km

∣∣∣
t=tbounce

, (10)

where we set M = 2.5 M". R(Mbary = 2.5 M") is the radial
coordinate that encloses 2.5 M" at the time of core bounce.
ξ2.5 gives a measure of a progenitor’s compactness at bounce.
We choose M = 2.5 M" as this is the relevant mass scale
for BH formation. ξ2.5 is, as we shall discuss in Section 4.4,
a dimensionless variable that allows robust predictions on the
postbounce dynamics and the evolution of the model toward
BH formation. The evaluation of ξ2.5 at core bounce is crucial,
since this is the only physical and unambiguous point in core
collapse at which one can define a zero of time and can describe
the true initial conditions for postbounce evolution. Computing
the same quantity at the precollapse stage leads to ambiguous
results, since progenitors come out of stellar evolution codes in
more or less collapsed states. Collapse washes out these initial
conditions and removes ambiguities.

We point out (as is obvious from Table 1) that there is a clear
correlation between iron core mass and bounce compactness.
Since the effective Chandrasekhar mass increases due to thermal
corrections (Burrows & Lattimer 1983; Baron & Cooperstein
1990), more massive iron cores are hotter. Hence, progenitors
with greater bounce compactness result in higher-temperature
PNSs.

One of the most uncertain, yet most important, variables in
the evolution of massive stars is the mass-loss rate. Mass loss
can vary significantly over the life of a star. Current estimates of
mass loss, either theoretical or based on fits to observational data,
can depend on many parameters, including mass, radius, stellar
luminosity, effective surface temperature, surface hydrogen and
helium abundance, and stellar metallicity (de Jager et al. 1988;
Nieuwenhuijzen & de Jager 1990; Wellstein & Langer 1999;

4

Compactness parameter

occur at all (Baraffe et al. 2001) because the progenitor stars
are pulsationally unstable.

4. SUPERNOVAE

4.1. Supernovae of Type IIp and IIL

It has long been recognized that massive stars produce
supernovae (Baade & Zwicky 1934). In this paper, we
assume the progenitor properties for the different core-
collapse supernova types listed in Table 1.

The lower and upper limits of main-sequence mass that
will produce a successful supernova (‘‘M-lower ’’ and ‘‘M-
upper ’’)—one with a strong outgoing shock still intact at
the surface of the star—have long been debated. On the
lower end, the limit is set by the heaviest star that will eject

its envelope quiescently and produce a white dwarf.
Estimates range from 6 to 11 M!, with smaller values char-
acteristic of calculations that are employed using a large
amount of convective overshoot mixing (Marigo, Bressan,
& Chiosi 1996; Chiosi 2000) and the upper limit determined
by whether helium shell flashes can eject the envelope sur-
rounding a neon-oxygen core in the same way they do for
carbon-oxygen cores (x 3). It may also slightly depend on
metallicity (Cassisi & Castellani 1993). Here we will adopt
9M! forM-lower.

The value ofM-upper depends on details of the explosion
mechanism and is even more uncertain (x 6.2). Fryer &
Kalogera (2001) estimate 40 M!, but calculations of explo-
sions even in supernovae as light as 15M! give widely vary-
ing results. It is likely that stars up to at least 25 M! do
explode, by one means or another, in order that the heavy
elements are produced in solar proportions. The number
of stars between 25 and 40 M! is not large. Here we have
taken what some may regard as a rather large value:
M-upper ¼ 40M! (Fig. 2).

For increasing metallicity, mass loss reduces the hydro-
gen envelope at the time of core collapse. A small hydrogen
envelope (d2 M!) cannot sustain a long plateau phase in
the light curve, and only Type IIL/b supernovae or, for very
thin hydrogen layers, Type IIb supernovae result (Barbon,
Ciatti, & Rosino 1979; Filippenko 1997). It is also necessary

Fig. 1.—Remnants of massive single stars as a function of initial metallicity (y-axis; qualitatively) and initial mass (x-axis). The thick green line separates
the regimes where the stars keep their hydrogen envelope (left and lower right) from those where the hydrogen envelope is lost (upper right and small strip at
the bottom between 100 and 140M!). The dashed blue line indicates the border of the regime of direct black hole formation (black). This domain is interrupted
by a strip of pair-instability supernovae that leave no remnant (white). Outside the direct black hole regime, at lower mass and higher metallicity, follows the
regime of BH formation by fallback (red cross-hatching and bordered by a black dot-dashed line). Outside of this, green cross-hatching indicates the formation
of neutron stars. The lowest mass neutron stars may be made by O/Ne/Mg core collapse instead of iron core collapse (vertical dot-dashed lines at the left). At
even lower mass, the cores do not collapse and only white dwarfs are made (white strip at the very left).

TABLE 1

Progenitor Properties for Different
Core-Collapse Supernovae

SNType Pre-SN Stellar Structure

IIp....................... e2M!H envelope
IIL/b .................. d2M!H envelope
Ib/c..................... NoH envelope

290 HEGER ET AL. Vol. 591
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Figure 5. Explosion and remnant properties resulting from our parameterized 1D neutrino-driven SN simulations: explosion energy (top left), time of the onset of the
explosion (top right), baryonic mass of the compact remnant (middle left), total release of gravitational binding energy by the compact remnant in neutrinos (middle
right), and ejected 56Ni mass (bottom left) as functions of stellar birth (ZAMS) mass. The bottom right panel shows the compact remnant mass vs. the enclosed mass
at the base of the oxygen-burning shell of the progenitor, where the stars possess an entropy jump of varying size. The green histogram bar indicates the 19.8 M!
calibration model (see the text). While vertical ticks in some panels mark masses where computed models did not explode, gray histogram bars reaching to the upper
panel edge and arrows in the bottom right panel signal the formation of a BH containing the whole mass of the progenitor at collapse. The only exception here is the
37 M! star, where the explosion expulses ∼3.2 M! while 4.5 M! of fallback give birth to a BH with 6.5 M!. Blue histogram segments indicate fallback masses, and
orange segments the uncertainties of the 56Ni ejecta masses. The latter uncertainties are associated with inaccuracies in the Ye determination of the neutrino-heated
ejecta because of our approximative treatment of neutrino transport.
(A color version of this figure is available in the online journal.)

explosion with the Prometheus version described in Section 2.
The mapping, excision of the NS core, and approximate neutrino
treatment do not cause any worrisome transients.

3.1. Explosion Properties

Explosions can develop in the case of a favorable interplay
of mass-accretion rate and neutrino luminosities (e.g., Burrows
& Goshy 1993; Janka 2001; Fernández 2012). In all successful
cases compared to failed explosions of neighboring progenitors,
the mass-accretion rate either is lower during a long postbounce
period or decreases rapidly when a composition–shell interface
arrives at the shock. Shock revival occurs when the neutrino
luminosity is still sufficiently high (and thus neutrino heating
strong enough) at this time. In a large number of successful
and unsuccessful models the decreasing mass-accretion rate
triggers shock oscillations, which indicate the proximity to
runaway conditions (Buras et al. 2006b; Murphy & Burrows
2008; Fernández 2012) and whose amplification also leads to
large-amplitude pulses of the accretion component of the driving
neutrino luminosity (see Buras et al. 2006b). In some stars the
explosion is fostered by the Si/O interface reaching the shock
relatively soon after bounce, either due to its location at a smaller

mass coordinate or because of higher mass-accretion rates at
earlier times, corresponding to a more compact Si-layer. In this
case the high accretion luminosity seems to be supportive. (More
information on the time evolution, dynamics, and the neutrino
emission of our models will be provided in a separate paper.)
In summary, the destiny of a collapsing star does not hinge on
a single parameter but depends on the overall structure of the
stellar core.

Figure 5 gives an overview of the results of our whole
model set. All displayed quantities exhibit considerable scatter
even in narrow mass windows, which is a consequence of the
nonmonotonicities of the progenitor structure. Failed explosions
with BH formation seem to be possible for progenitors below
20 M!, and successful SNe with NS formation are also found
between 20 and 40 M!. While below 15 M! all core collapses
produce NSs, the investigated progenitor set yields several
“islands” with preferred BH creation above 15 M!. A discussion
how BH formation cases correlate or do not correlate with the
density structure and characteristic quantities of the progenitor
cores can be found in Section 2.2.

The energies of the neutrino-driven explosions do not exceed
2 × 1051 erg, and 56Ni production up to 0.1–0.15 M! can
be expected. Note that our determination of nickel yields is
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→ Lν (Rc(t))

Explosion/non-explosion is non-monotonic, but
not well correlated with the compactness.

Explosion properties are also non-monotonic.
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the reaction rate for 52Fe(α,γ )56Ni within grid cells whose
electron fraction Ye is below 0.49. This allows us to keep track of
element formation in regions with neutron excess. The network
is solved in grid cells whose temperature is between 108 K and
7×109 K. We assume that at T > 7×109 K all nuclei are photo-
disintegrated to α-particles. Such a composition is consistent
with the NSE yields that are produced by our network solver in
the high-temperature limit because the burning network contains
α-particles as the only representatives of light nuclear species.
A feedback from the network composition to the EOS and thus
to the hydrodynamic evolution is neglected.

2.1. Proto-neutron Star Core Model

The cooling of the PNS core is described by an analytic model
that couples the excised core region to the surrounding accretion
layer, whose evolution is followed on the computational grid.
We assume the dense PNS core with mass Mc and radius Rc
to be approximately homogeneous and its EOS to be an ideal
Γ law, P = (Γ − 1)e (with P being the pressure, e the internal
energy density). Combining the total core energy, Ec = Eg +Ei,
and the virial theorem, Eg + 3(Γ − 1)Ei + S = 0, we can replace
the integrated internal energy, Ei, and express Ec in terms of the
Newtonian gravitational energy, Eg = −2/5GM2

c /Rc, and the
surface term, S = −4πR3

c Ps, for pressure Ps at Rc:

Ec = 3Γ − 4
3(Γ − 1)

Eg − S

3(Γ − 1)
. (1)

The energetic evolution of the core is given by its loss of neutrino
energy and compression work done on its surface as

Ėc ≡ dEc

dt
= −Lν,c − 4πPsR

2
c Ṙc , (2)

where Ėc can be computed as time derivative of Equation (1),
Lν,c is the total neutrino luminosity, and the second term
results from the time derivative of the core volume. Instead
of setting Ps equal to the boundary pressure on the hydro
grid, we prefer to link it to overall properties of the accretion
layer. This prescription is intended to capture the nature of
the core–mantle coupling but not to constrain the freedom to
tune the parameters of the simple PNS-core model. We therefore
consider hydrostatic equilibrium in terms of the mass coordinate
m(r), dP/dm = −GM/(4πr4), and linearize both sides to
obtain

Ps = ζ
GMcmacc

4πR4
c

, (3)

where macc is the mass of the accretion layer that surrounds
the PNS core, ζ > 0 is a numerical factor of order unity,
and we assumed P0 $ Ps for the pressure P0 outside of the
accretion layer. Moreover, in performing the time derivative of
Equation (1) we assumed Mc and Γ to be constant. Combining
Equations (1)–(3), we arrive at

Lν,c = 3Γ − 4
3(Γ − 1)

(Eg + S)
Ṙc

Rc
− ζ

3(Γ − 1)
δEacc

δt
, (4)

with S = −ζ GMcmacc/Rc and δEacc/δt ≡ GMcṁacc/Rc.
While the first term on the right-hand side of Equation (4)
describes the luminosity increase due to the deepening of
the gravity potential and surface work in the case of PNS
compression, the second term accounts for the higher core

Figure 1. Timescale of 90% of the neutrino-energy loss of the forming compact
remnant as a function of the progenitor ZAMS mass. Red histogram bars indicate
successful explosions, gray ones correspond to cases where BHs form without
an SN explosion, and the green bar marks the 19.8 M% progenitor used for the
calibration with SN 1987A observations (see the text). The BH formation cases
correspond to “cooling times” in excess of 6 s because the compact object in our
simulations remains radiating neutrinos even when its mass nominally exceeds
the BH formation limit. This implies that our modeling does not invoke any
assumption about the EOS-dependent mass limit for BH formation.
(A color version of this figure is available in the online journal.)

pressure (and internal energy) needed when the accretion layer
grows in mass.

Equation (4) is used to prescribe the boundary luminosities,
Lνi ,c ≡ 'νi

Lν,c, of neutrinos of all kinds with 'νe
= 0.20,

'ν̄e
= 0.15, 'νx

= 0.1625. (This choice corresponds to a certain
loss of lepton number from the PNS core (see Scheck et al.
2006) and ensures a reasonable evolution of Ye in the PNS
mantle and surface layers but does not have much relevance for
the dynamical evolution.)

In our simulations macc is taken to be the mass between the
inner grid boundary and a density of ρ0 = 1010 g cm−3 at radius
r0, where we define ṁacc = −4πr2

0 v0ρ0 (accretion means a
velocity v0 < 0 and ṁacc > 0). The core radius is assumed
to contract according to Rc(t) = Rc,f + (Rc,i − Rc,f)/(1 + t)n
with Rc,i = Ri

ib and Rc,f being the initial and final radius,
respectively, and t is measured in seconds. With Γ = 3, n = 3,
and ζ = 0.6 a choice of Rc,f = 6 km allows us to reproduce E87A
and MNi,87A of SN 1987A for progenitors in the 20 M% range.
For the simulations discussed below the 19.8 M% progenitor
serves for the calibration of the PNS-core model, but the overall
results are similar when neighboring stars or an SN 1987A blue
supergiant progenitor (Woosley et al. 1988) are used for the
calibration.

The chosen parameter values lead to typical PNS neutrino-
cooling times (t90 for 90% of the total neutrino-energy release)
of 3.5–5.5 s (Figure 1). This is shorter than the ∼10 s of emission
inferred from the SN 1987A neutrino events of Kamiokande II.
However, this detector reported a 7 s gap after eight events in the
first two seconds, and the last three events were very close to the
detection threshold (Hirata et al. 1987). It is interesting to note
that the neutrino signal in all three experiments (Kamiokande II,
Irvine–Michigan–Brookhaven, and Baksan) is compatible with
a PNS cooling period (exponential cooling timescale) of only

3



from the boundary line. The w20.0 calibration is the weakest
driver of neutrino-powered explosions in our set and tends to
yield the largest number of such more extreme outliers.

These cases possess unusual structural features that influence
their readiness to explode. On the nonexploding side of the
separation line, model s20.8 of the s2014 series with (M4μ4,
μ4)≈(0.142, 0.0981) is one example of a progenitor that
blows up with all calibrations except w20.0, although it is
predicted to fail (see Figure 8). In contrast, its massneighbor,
s20.9 with (M4μ4, μ4)≈(0.123,0.085), and its close neighbor
in the M4μ4–μ4 space, s15.8 of the s2002 series with (M4μ4,
μ4)≈(0.140, 0.096), both form BHs as expected. The
structure of these pre-SNmodels in the s=4 region is very
similar toM4= 1.45, 1.45, and1.46 for s20.8, s20.9, and s15.8,
respectively. Although s20.8 reaches a lower entropy level
outside of s=4 than the other two cases and therefore is also
predicted to fail, its explosion becomes possible when the next
entropy step at an enclosed mass of 1.77Me reaches the shock.
This step is slightly farther out (at 1.78Me) in the s20.9 case
and comes much later (at ∼1.9Me) in the s15.8 model. Both
the earlier entropy jump and the lower preceding entropy level
enable the explosion of s20.8, because the associated higher

Figure 8. Separation curves between BH formation (gray region, black symbols) and SN explosions (white region, colored symbols) for all calibrations in the plane of
parameters x=M4μ4 and y=μ4 (zoom-ins in right panels). Note that the left panels do not show roughly two dozen BH-forming models of the u2002 series, which
populate the x-range between 0.5 and 0.62 and are off the displayed scale. Different symbols and colors correspond to the different progenitor sets. The locations of the
calibration models are also indicated in the left panels by crossing blue lines.

Table 2
BH–SN Separation Curves for All Calibration Models

Calibration Model k1
a k2

a M4
b

4N
b M4 4N

b

s19.8 (2002) 0.274 0.0470 1.529 0.0662 0.101
w15.0c 0.225 0.0495 1.318 0.0176 0.023
w18.0 0.283 0.0430 1.472 0.0530 0.078
w20.0 0.284 0.0393 1.616 0.0469 0.076
n20.0 0.194 0.0580 1.679 0.0441 0.074

Notes.
a Fit parameters of separation curve (Equation (9)) when x and y are measured
for a central stellar density of 5×1010 g cm−3.
b Measured for a central stellar density of 5×1010 g cm−3.
c M4 and 4N measured roughly at core bounce, because pre-collapse data are
not available.
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nearly the same quality in the analysis following below (which
points to an underlying correlation between M4 and MFe). In
practice, we evaluate Equation (3) for μ4 by the average
massgradient of the progenitor just outside of s=4 according
to
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with m M0.3% � : yielding optimal results according to tests
with varied mass intervals m% . With the parameters M4 and μ4
picked, our imagined mapping between critical conditions in
the L M– ˙O and Mm m–a a spaces transforms into such a mapping
relation between the L M– ˙O and M4 4 4–N N planes as illustrated
by Figure 6.

Figure 7 demonstrates the strong correlation of the mass
accretion rate M dm dt˙ � with the parameter μ4 as given by
Equation (6) (panel (c)), as well as the tight correlations
between M4μ4 and the sum of νe and ēO luminosities (panel (a))
and the summed product of the luminosities and mean squared
energies of νe and ēO (panel (b)). It is important to note that the
nonstationarity of the conditions requires us to average the
quantities plotted on the abscissas over time from the moment
when the s=4 interface passes through the shock until
eitherthe modelsexplode (i.e., the shock radius expands
beyond 500 km; open circles) orthe mass shell
M M0.34( )� : has fallen through the shock, which sets an
end point to the time interval within which explosions are
obtained (nonexploding cases marked by filled circles). The
time-averaging is needed not only because of evolutionary
changes of the preshock massaccretion rate (as determined by
the progenitor structure) and corresponding evolutionary trends
of the emitted neutrino luminosities and mean energies. The
averaging is necessary, in particular, because the majority of
our models developlarge-amplitude shock oscillations after the
accretion of the s=4 interface, which leads to quasi-periodic
variations of the neutrino emission properties with more or less

pronounced, growing amplitudes (see the examples in Figure 2).
Panel(d) demonstrates that exploding models (open circles)
exceed a value of unity for the ratio of advection timescale, tadv,
to heating timescale, theat, in the gain layer, which was
considered as a useful critical threshold for diagnosing
explosions in many previous works (e.g., Janka & Keil 1998;
Janka et al. 2001; Thompson 2001; Thompson et al. 2005;
Buras et al. 2006; Marek & Janka 2009; Fernández 2012;
Müller et al. 2012b; Müller & Janka 2015). The exploding
models also populate the region toward low massaccretion
rates (as visible in panels (a)–(c), too), which confirms our
observation reported in Section 3.1. In contrast, nonexploding
models cluster, clearly separated, in the left, upper area of
panel(d), where t t 1adv heat 1 and the massaccretion rate tends
to be higher. For the calculation of the timescales we follow the
definitions previously used by, e.g., Buras et al. (2006), Marek
& Janka (2009), Müller et al. (2012b), andMüller & Janka
(2015):
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Herethe volume and radius integrals are performed over the
gain layer between gain radius Rg and shock radius Rs. e is the
sum of the specific kinetic and internal energies, Φ the
(Newtonian) gravitational potential, ρ the density, q̇O the net
heating rate per unit of mass, and vr the velocity of the flow.
Again, because of the variations of the diagnostic quantities
associated with the time evolution of the collapsing star and the
oscillations of the gain layer, the massaccretion rate and
timescale ratio are time-averaged fromthe moment when the
s=4 interface passes the shock until either 300 ms later or
until the model explodes (shock radius exceeding 500 km).7

Figure 6. Correspondence of theL M– ˙O plane with critical neutrino luminosity L M,crit ( ˙ )O (left) and x–y plane with separation curve y xsep ( ) (right). In the left panel
post-bounce evolution paths of successfully exploding models (white circles) and nonexploding models (black circles) are schematically indicated, corresponding to
white and black circles for pre-collapse models in the right plot. Evolution paths of successful models cross the critical line at some point, and the accretion ends after
the explosion has taken off. In contrast, the tracks of failing cases never reach the critical conditions for launching the runaway expansion of the shock. The symbols in
the left plot mark the “optimal point” relative to the critical curve that can be reached, corresponding to the stellar conditions described by the parameters (M4μ4, μ4) at
the s=4 location, which seems decisive for the success or failure of the explosion of a progenitor, because the accretion rate drops strongly outside.

7 We tested intervals ranging from 100 to 600 ms and observed the same
trends for all choices.
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suitably chosen mass M of the compactness ξM allows us to
correctly predict explosions in <90% of the cases (Pejcha &
Thompson 2015), but the best choice of M is merely empirical
and the physical justification of ξM as a good diagnosticis
unclear.

Here we propose a two-parameter criterion that separates
successful explosions from failures with very high reliability.
While two compactness values, e.g., ξ1.5 and ξ2.5, or the iron-
core mass and the mean entropy in some suitable mass range
begin to show such a disentanglement, we demonstrate that the
normalized mass inside a dimensionless entropy per nucleon of
s=4,

M m s M4 , 24 ( ) ( )w � :

and the mass derivative at this location,

dm M
dr 1000 km

, 3
s

4
4

( )N w
�

:

both determined from the pre-SN profiles, allow usto predict
the explosion behavior successfully in 97% of all cases and
have a direct connection with the theoretical basis of the
neutrino-driven mechanism.

We briefly describe our numerical approach in Section 2,
including a detailed discussion of our modeling methodology
in comparison to other approaches in the recent literature,
present our results in Section 3, and conclude in Section 4.

2. NUMERICAL SETUP AND PROGENITOR MODELS

2.1. Modeling Approach

Our basic modeling approach follows Ugliano et al. (2012)
with a number of improvements. To trigger neutrino-driven
explosions in spherically symmetric (1D) hydrodynamic
simulations, we use a schematic model of the high-density
core of the PNS as theneutrino source (for details, see Ugliano
et al. 2012). This analytic description is applied to the
innermost 1.1Me, which are excised from the computational
domain, and it yields time-dependent neutrino luminosities that
are imposed as boundary values at the contracting, Lagrangian
inner grid boundary. On the numerical grid, where neutrino
optical depths increase from initially ∼10 to finally several
thousand, neutrino transport is approximated by the gray
treatment described in Scheck et al. (2006) and Arcones et al.
(2007). This allows us to account for the progenitor-dependent
variations of the accretion luminosity.

Our approach replaces still uncertain physics connected to
the equation of state (EOS) and neutrino opacities at high
densities by a simple, computationally efficient PNS core
model. The associated free parameters are calibrated by
reproducing observational properties of SN1987A. We
emphasize that the neutrino emission is sensitive to the time-
and progenitor-dependent mass accretion rate. Not only the
accretion luminosity increases for progenitors with higher mass
accretion rate of the PNS, but also the neutrino loss of the inner
core rises with the accreted mass because of compressional
work of the accretion layer on the core. Such dependences are
accounted for in our modeling of neutron star (NS) core and
accretion.

Our numerical realization improves the treatment by Ugliano
et al. (2012) in several aspects. We use the high-density EOS of
Lattimer & Swesty (1991) with a compressibility of
K=220MeV and below ρ=1011 g cm−3 apply an e±,

photon, and baryon EOS (Timmes & Swesty 2000) for nuclear
statistical equilibrium (NSE; K. Kifonidis 2004, private
communication) with 16 nuclei for T>7×109 K and a 14-
species alpha network (including an additional neutron-rich
tracer nucleus of iron-group material) at lower temperatures
(Müller 1986). The tracer nucleus is assumed to be formed in
ejecta with Ye<0.49 and thus tracks the ejection of matter
with neutron excess, when detailed nucleosynthesis calcula-
tions predict little production of 56Ni (Thielemann et al. 1996).
The network is consistently coupled to the hydrodynamic

modeling and allows us to include the contribution from
explosive nuclear burning to the energetics of the SN
explosions. The collapse phase until core bounce is modeled
with the deleptonization scheme proposed by Liebendörfer
(2005), using the Ye(ρ) trajectory of Figure 1 for the evolution
of the electron fraction Ye as a function of density ρ (B. Müller
2013, private communication). This yields good overall
agreement with full neutrino transport results and allows for
a very efficient computation of large sets of post-bounce
models.

2.2. Progenitor Models

We perform collapse and explosion simulations for large
progenitor sets of different metallicities, namely: the zero-
metallicity z2002 set (30 models with ZAMS masses of
11.0–40.0Me), the low-metallicity (10−4 solar) u2002 series
(247 models, 11.0–75.0Me), and the solar-metallicity s2002
series (101 models, 10.8–75.0Me) of Woosley et al. (2002)
plus a 10.0Me progenitor (S. E. Woosley 2007, private
communication) and a 10.2Me progenitor (A. Heger 2003,
private communication); the solar-metallicity s2014 (151
models, 15.0–30.0Me) and sh2014 series (15 models,
30.0–60.0Me, no mass loss) of Sukhbold & Woosley
(2014), supplemented by anadditional 36 models with
9.0–14.9Me; the solar-metallicity s2007 series (32 models,
12.0–120.0Me) of S. E. Woosley et al. (2007, private
communication); and the n2006 series (8 models,
13.0–50.0Me; Nomoto et al. 2006).
For the core-model parameter calibration we choose five

different progenitors, namely, the (red supergiant) model s19.8
of the s2002 series as in Ugliano et al. (2012), and four blue
supergiant pre-SN models of SN1987A: w15.0 (ZAMS mass

Figure 1. Electron fraction as a function of density, Ye(ρ), for modeling the
deleptonization of the collapsing stellar iron core during the infall phase until
core bounce according to the approximate treatment of Liebendörfer (2005).
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nearly the same quality in the analysis following below (which
points to an underlying correlation between M4 and MFe). In
practice, we evaluate Equation (3) for μ4 by the average
massgradient of the progenitor just outside of s=4 according
to
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with m M0.3% � : yielding optimal results according to tests
with varied mass intervals m% . With the parameters M4 and μ4
picked, our imagined mapping between critical conditions in
the L M– ˙O and Mm m–a a spaces transforms into such a mapping
relation between the L M– ˙O and M4 4 4–N N planes as illustrated
by Figure 6.

Figure 7 demonstrates the strong correlation of the mass
accretion rate M dm dt˙ � with the parameter μ4 as given by
Equation (6) (panel (c)), as well as the tight correlations
between M4μ4 and the sum of νe and ēO luminosities (panel (a))
and the summed product of the luminosities and mean squared
energies of νe and ēO (panel (b)). It is important to note that the
nonstationarity of the conditions requires us to average the
quantities plotted on the abscissas over time from the moment
when the s=4 interface passes through the shock until
eitherthe modelsexplode (i.e., the shock radius expands
beyond 500 km; open circles) orthe mass shell
M M0.34( )� : has fallen through the shock, which sets an
end point to the time interval within which explosions are
obtained (nonexploding cases marked by filled circles). The
time-averaging is needed not only because of evolutionary
changes of the preshock massaccretion rate (as determined by
the progenitor structure) and corresponding evolutionary trends
of the emitted neutrino luminosities and mean energies. The
averaging is necessary, in particular, because the majority of
our models developlarge-amplitude shock oscillations after the
accretion of the s=4 interface, which leads to quasi-periodic
variations of the neutrino emission properties with more or less

pronounced, growing amplitudes (see the examples in Figure 2).
Panel(d) demonstrates that exploding models (open circles)
exceed a value of unity for the ratio of advection timescale, tadv,
to heating timescale, theat, in the gain layer, which was
considered as a useful critical threshold for diagnosing
explosions in many previous works (e.g., Janka & Keil 1998;
Janka et al. 2001; Thompson 2001; Thompson et al. 2005;
Buras et al. 2006; Marek & Janka 2009; Fernández 2012;
Müller et al. 2012b; Müller & Janka 2015). The exploding
models also populate the region toward low massaccretion
rates (as visible in panels (a)–(c), too), which confirms our
observation reported in Section 3.1. In contrast, nonexploding
models cluster, clearly separated, in the left, upper area of
panel(d), where t t 1adv heat 1 and the massaccretion rate tends
to be higher. For the calculation of the timescales we follow the
definitions previously used by, e.g., Buras et al. (2006), Marek
& Janka (2009), Müller et al. (2012b), andMüller & Janka
(2015):
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Herethe volume and radius integrals are performed over the
gain layer between gain radius Rg and shock radius Rs. e is the
sum of the specific kinetic and internal energies, Φ the
(Newtonian) gravitational potential, ρ the density, q̇O the net
heating rate per unit of mass, and vr the velocity of the flow.
Again, because of the variations of the diagnostic quantities
associated with the time evolution of the collapsing star and the
oscillations of the gain layer, the massaccretion rate and
timescale ratio are time-averaged fromthe moment when the
s=4 interface passes the shock until either 300 ms later or
until the model explodes (shock radius exceeding 500 km).7

Figure 6. Correspondence of theL M– ˙O plane with critical neutrino luminosity L M,crit ( ˙ )O (left) and x–y plane with separation curve y xsep ( ) (right). In the left panel
post-bounce evolution paths of successfully exploding models (white circles) and nonexploding models (black circles) are schematically indicated, corresponding to
white and black circles for pre-collapse models in the right plot. Evolution paths of successful models cross the critical line at some point, and the accretion ends after
the explosion has taken off. In contrast, the tracks of failing cases never reach the critical conditions for launching the runaway expansion of the shock. The symbols in
the left plot mark the “optimal point” relative to the critical curve that can be reached, corresponding to the stellar conditions described by the parameters (M4μ4, μ4) at
the s=4 location, which seems decisive for the success or failure of the explosion of a progenitor, because the accretion rate drops strongly outside.

7 We tested intervals ranging from 100 to 600 ms and observed the same
trends for all choices.
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ellipsoids are significantly elongated, because of their mutual
dependence on distances, as indicated by the arrow.9 The
correlation is noticeably less significant, R = 3.0, although
there is no doubt this correlation exists given the large dynamic
range of the parameters. The Bayes factor is B 9 107x q
implying strong support for the correlation. More importantly,
we discover a statistically significant intrinsic width of the
relation 0.12 0.02

0.034 � �
� , which implies a scatter of 0.2 dex in

MNi for a fixed Lpl. Furthermore, neglecting the off-diagonal
terms or the intrinsic width of the relation can bias the inferred
slope (e.g., Tremaine et al. 2002). Neglecting the off-diagonal
terms increases the slope by about 0.19 with a corresponding
change in the intercept. Not accounting for the intrinsic scatter
leads to slopes of 1.83 0.06

0.07
�
� and 1.56 0.11

0.12
�
� for the full and

diagonal covariance matrix, respectively.
Since Lpl does not have an immediate physical interpreta-

tion, we show MNi as a function of Eexp in Figure 2 for the
scaling relations of Litvinova & Nadezhin (1985) and Popov
(1993). The relative position of the majority of the data points
remains unchanged when compared to the right panel of
Figure 1, which indicates that Lpl is a good proxy for Eexp.
There are small differences between the two scaling relations,
but the relative positions of the majority of the points are
unchanged. For the Litvinova & Nadezhin (1985) coefficients,
we find that the Eexp–MNi correlation is less significant than Lpl
–MNi with R = 2.8 and 3.7 for the full and diagonal covariance
matrix, respectively. The Bayes factor is B 1.7 105x q
indicating strong correlation, but weaker than Lpl–MNi. The
inferred intrinsic width orthogonal to the line is slightly higher
than in the Lpl–MNi correlation but again statistically

significant, 0.14 0.03
0.044 � �

� or 0.25 dex in MNi for fixed Eexp.
The intrinsic width from the Popov (1993) calibration is

0.19 0.04
0.054 � �

� .
The intrinsic width of the Eexp–MNi correlation could be due

to the γ-ray trapping efficiencies AH varying among SNe with
the same Eexp. Since the exponential decay luminosity is

proportional to A t t[1 exp( )]exp( )Ni
2

Ni U� � % �%H (e.g.,
Chatzopoulos et al. 2012; Nagy et al. 2014), where tNi% is

the time elapsed since the explosion, SNe with significant γ-ray
leakage not only appear fainter at any point of this phase but
also decay faster (Anderson et al. 2014), and their light curves
diverge from those of SNe with full γ-ray trapping over time.
Since our sample contains SNe with decay rates compatible
with full trapping as evidenced by the exponential decay slopes
(PP15), the 0.25 dex difference in the inferred MNi at

t 200Ni% � days should increase to about 0.7 dex at
t 400Ni% � days, if the scatter is due to γ-ray leakage in some

objects.
To test whether the late light curves of SNe in our sample

diverge with time due to incomplete γ-ray trapping in some
objects, we show the weighted standard deviation of the
bolometric magnitude difference between the plateau and the
exponential tail as a function of the time elapsed since
explosion, tNi% , in the left panel of Figure 3. We see that the
bolometric magnitude dispersion increases from 0.37 mag at

t 200Ni% � days to 0.45 mag at t 400Ni% � days, much less
than what we would expect if some SNe showed full trapping
and some only partial. This means that the slopes of the
exponential decay are very similar among our objects and are
compatible with full γ-ray trapping.
For the sake of completeness, we test what is the importance

of when is the plateau luminosity determined. We show the
weighted standard deviation of the bolometric magnitude
difference between the plateau and the exponential tail but
now as a function of tpl% in the right panel of Figure 3. For
small tpl% , the dispersion is relatively high, presumably due to
differences in the properties of the shock-heated ejecta shortly
after shock breakout, but for t 40 dayspl 2% the dispersion
remains approximately constant. We conclude that the intrinsic
width of the Eexp–MNi correlation is robust with respect to
when exactly the plateau and exponential decay tail luminos-
ities are measured, and that it is not due to variations in the γ-
ray leakage.10

Figure 2. Nickel mass MNi as a function of explosion energy Eexp, with the confidence ellipses properly visualized. The colors of the individual supernovae are the
same as in the right panel of Figure 1. We use the scaling relations of Litvinova & Nadezhin (1985, left panel) and Popov (1993, right panel).

9 Note that the uncertainties in absolute magnitude and expansion velocity
(e.g., Poznanski 2013) should not be very correlated, unless the velocities were
used for an estimate of the distance modulus, in which case there should be a
significant correlation.

10 An additional piece of anecdotal evidence against significant γ-ray leakage
comes from comparing SN2013am and SN2005cs, which have nearly identical
luminosities for the first ∼70 days. However, SN2013am has a noticeably
shorter tP and a higher inferred MNi than SN2005cs. This implies that
SN2013am has slightly smaller Eexp and significantly smaller Mej than
SN2005cs (Figure 4). If γ-ray escape were important, we would expect smaller
inferred MNi and faster exponential decay in SN2013am than in SN2005cs.
Yet, the exponential decay slope is almost the same in both objects (Zhang
et al. 2014) and SN2013am has higher inferred MNi.
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Figure 20. Nickel mass as a function of the supernova kinetic explosion energy (left panel) and absolute V-band luminosity at the middle of the plateau (right panel).
We show theoretical results for sWHW02 progenitors from this work (orange plus signs and green diamonds for parameterizations (a) and (b), respectively) and
Ugliano et al. (2012, blue triangles), and observations from Hamuy (2003; black circles) and Spiro et al. (2014; red squares).

et al. (2012) and both of our parameterizations (a) and (b).
This comes from the fact that typically higher NS masses are
achieved in more delayed explosions where the PNS luminosity
has already faded. Our explosion energies have greater spread
than those of Ugliano et al. (2012).

The last quantity to compare is the mass of ejected 56Ni.
Our estimate of MNi is based on an estimate of the progenitor
mass swept up by the propagating shock (Equation (9)), while
Ugliano et al. (2012) solve the time-dependent evolution with
a small reaction network. As a result, we again focus on repro-
ducing general trends rather than nickel masses for individual
progenitors. In Figure 20, we show the MNi as a function of
the explosion energy. We see that results of both our parame-
terizations produce a distinct correlation between the explosion
energy and MNi. The slope of this relation is not entirely con-
strained in our model due to uncertainties in determining Ewind.
If the distribution of Ewind was narrower, the correlation would
be preserved, but with slightly narrower MNi, because the depen-
dence of MNi on ESN is relatively weak (Equation (10)). What
is surprising is that Ugliano et al. (2012) do not produce any
significant correlation between MNi and ESN. We do not know
the reason for this lack of correlation.

6.2. Comparison to Compactness

O’Connor & Ott (2011) proposed that a good metric of
propensity of an SN progenitor to explode is the compactness
parameter

ξM = M/M!

R(Mbary = M)/1000 km

∣∣∣∣
tbounce

(14)

evaluated at the moment of core bounce. O’Connor & Ott
(2011) suggested that ξ2.5 is an indicator of BH formation
and O’Connor & Ott (2013) argued that ξ1.75 characterizes
the SN neutrino luminosity evolution. Nakamura et al. (2014b)
studied the outcomes of core collapse for many progenitors

with respect to ξ1.5. The compactness of various SN progenitors
was recently studied by Sukhbold & Woosley (2014). Despite
these works, little attention has been devoted to evaluate the
internal consistency of ξM and comparing it with other possible
definitions of compactness such as ξYe = 0.497, ξYe = 0.499, and
ξ28Si. We explore these issues in Appendix B finding that ξM is
remarkably internally consistent, but mostly inconsistent with
other possible definitions. None of the definitions is favored a
priori and here we thus focus on comparing our results with
these possible definitions of compactness.

To find the best definition of compactness, we focus on the
sWHW02 progenitors and compare the data from Figure 27
with the data from Figure 13, which shows the fraction of pa-
rameterizations of the neutrino mechanism that yields successful
explosions for each progenitor for three subsets of parameteri-
zations defined by the overall minimum fSN. The fraction of pa-
rameterizations is convenient for comparison with compactness,
because it evaluates the propensity of a progenitor to explode on
a continuous scale. The resulting values of the Spearman rank
correlations coefficient " are given in Table 2 and indicate that
ξ1.75 and ξ2.5 present the best agreement with our results. Results
of Appendix B imply, that any ξM with M > 1.4 M! will give
a comparably good match. Definitions of ξ based on Ye give a
poor match to our results. The results for LS EOS are essentially
the same. Kochanek (2015) found that to describe the BH mass
function, ξ2.0 and ξ2.5 work significantly better than ξ3.0, the iron
core mass or the mass enclosed by the oxygen burning shell.

We emphasize that the comparison in Table 2 is based on the
full ensemble of all parameterizations and that the agreement
between any single neutrino mechanism parameterization and
the compactness might be considerably worse. For example,
failed explosion of s14.4WHW02 in parameterization (a) would
imply that progenitors with ξ2.5 > 0.12 or ξ1.75 > 0.52 would
fail as well. By comparing Figures 7 and 27 we see that
this is clearly not the case: the failure condition ξ2.5 > 0.12
means that all solar-metallicity progenitors with M > 15 M!
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ü Pejcha & Thompson (2015); Pejcha & Prieto (2015)

Observations suggest a linear relation between Eexp and MNi.
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where E is the total internal energy in the shocked region,
Tsthe temperature at the shock, and Rsits radius. After a short
time, this internal energy converts into kinetic energy and
becomes nearly equal to the final kinetic energy of the SN. A
shock temperature in excess of about q5 109 K is required for
the production of 56Ni, so for an explosion energy of 1051 erg,
most of the matter between the final mass cut and a point
located at 3600 km in the pre-SN star will end up as 56Ni. This
is provided, of course, that the 3600 km point does not move a
lot closer to the origin as the explosion develops, and the final
mass cut lies inside of the initial 3600 km mass coordinate.
Both assumptions are generally valid, although fallback can
occasionally reduce 56Ni synthesis to zero.

One expects then, for stars of similar initial compactness and
final remnant mass, a weak positive correlation between
explosion energy and 56Ni production. A greater explosion
energy increases qR 5 10 Ks

9( ), and this larger radius
encompasses a greater mass. This correlation can be obscured,
or at least rendered “noisy” by variations in the compactness,
remnant masses, and explosion energies. In particular, the
compactness of pre-SN stars below 12 :M is very small, i.e.,
the density gradients at the edges of their iron cores are very
steep. These stars are also easy to explode and have
substantially lower final energies than the heavier stars. The
radius that reaches q5 109 K is small, and the density gradient
is also steep there. Thus, as has been known for some time,
stars below 12 :M are not prolific sources of iron. These low-
mass SNe, in fact, separate rather cleanly, in theory at least,
into a separate class with low energy and low 56Ni yield (see
Figures 8 and 9)—and as we shall see in Section 7, shorter,
fainter light curves.

A correlation is also expected between explosion energy and
compactness, but which way does it go? Stars with more
compact cores (low values of Y2.5) are easier to explode and
thus explode with lower energy, but the stars with extended
cores (larger values of Y2.5) might also have lower final energy
simply because they are harder to explode. The neutrinos have
to do more work against infall, and the explosion may be
delayed. The mantle has greater binding energy that must be
subtracted, but the additional accretion might increase the
neutrino luminosity and may give a larger explosion energy.

Figure 16 shows the 56Ni mass versus compactness
parameter for the model series Z9.6 and N20. The clustering
of points around Y � 02.5 with low 56Ni and energy is
expected, as is a transition region to higher values of both. Over
most of the compactness parameter range, however, the
explosion energy is roughly constant, with some small
variation due to the effects just mentioned. With a constant
explosion energy, the 56Ni synthesis is slightly greater for the
stars with shallower density gradients, i.e., larger Y2.5.

It is also interesting to compare the correlation between 56Ni
production and the explosion energy, especially since both can
potentially be measured. Two classes of events are expected—
the stars above 12 :M and stars below 12 :M . A slight positive
correlation of 56Ni with explosion energy is also expected in
the more massive stars. Figure 17 supports these expectations,
but shows that the variation of 56Ni production in stars above

13 :M is really quite small. While it may be tempting to draw a
straight line through the full data set, this obscures what is
really two different sorts of behavior. It is important to note that
about half of all observable SNe in the current survey have
masses below 12 :M (Table 4).
A similar correlation between 56Ni and kinetic energy has

been discussed by Pejcha & Thompson (2015) and compared
with observational data (their Figure 20). The observations
(Hamuy 2003; Spiro et al. 2014) show a particularly strong
correlation of plateau luminosity with the inferred mass of 56Ni,

Figure 16. Amount of nickel and explosion energies resulting from use of the
Z9.6 and N20 enginesshown as functions of the compactness parameter
(Equation (1)). The top panel shows a positive correlation of 56Ni production
with compactness. More matter is heated by the SN shock for models with high
Y2.5. The explosion energy is low for stars with very small compactness
parameter because their thin shells are inefficient at trapping neutrino energy
and there is very little luminosity from accreting matter. These effects saturate,
however, around 1051 erg, since the energy provided by the neutrino source is
limited and thebinding energy of the overlying shells is harder to overcome.
The results for the W18 engine are not plotted, but closely follow the N20
points plotted here.

Figure 17. Amount of 56Ni nucleosynthesis vs. the logarithm of the final
kinetic energy of the explosion in units of 1051 erg for the Z9.6 (squares) and
N20 (circles) series. Models below an initial mass of 12 :M (half of all SNe)
explode easily and produce small amounts of nickel that correlate with their
explosion energy. Higher-mass models, on the other hand, produce a nearly
constant 0.07 :M ofnickel, except for a few cases with large fallback. The
results for the W18 engine, though not plotted here for clarity, look very similar
to those of N20.
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Fig. 18. Correlations between the explosion parameters obtained from
the Arnett models of 33 CSP-I SE SNe. SNe IIb, Ib, Ic, and Ic-BL are
represented in green, blue, red, and magenta, respectively.

fraction. We allow for any distribution of 56Ni inside the ejecta.
In this analysis, we have assumed a linear 56Ni distribution with
a maximum value in the central region, and extended inside the
configuration out to a specific fraction of the total mass (defined
as the mixing parameter; see Table 8). Our calculations enable us
to self-consistently determine the propagation of the shock wave
through the star, and follow it through breakout and its subse-
quent light-curve emission out to late phases. However, we do
not calculate the 56Ni production as a consequence of the explo-
sive nucleosynthesis. We simply assume it as a free parameter of
the model to be estimated by fitting the bolometric light curve.

In order to find an optimal model for each object in our sam-
ple, we have calculated an extensive grid of models for di↵erent
values of the explosion energy, 56Ni mass, and distribution for
a given pre-supernova structure. The grid of hydro models was
then compared to our UVOIR light curves and the photospheric
velocity evolution estimated from Fe ii �5169 (see Sect. 6.2).
This allowed us to select models that simultaneously reproduce
both observables thus reducing the known degeneracy between
Mej and Eexp. We note that the light-curve peak is extremely sen-
sitive to the amount of 56Ni produced during the explosion, while
the width around the main peak is primarily sensitive to Mej and
Eexp. If very early observations are available, that is, before the
rise to the main peak, then it is possible to estimate the size of the
progenitor via hydrodynamical modeling. However, even with
the excellent coverage of the CSP-I sample, the early cooling
phase of the light curves is missing in most of the objects with
the possible exception of the Type IIb SN 2009K.

Best-fit-model light curves and velocity profiles are plot-
ted on top of the corresponding SN data in Fig. 17. The cor-
responding model parameters are listed in Table 8. Overall,
the results are rather similar to those obtained with the Arnett
models. Figure 22 shows the cumulative distributions for the
parameters of the three main subtypes, revealing very similar
ejecta mass, energy, and 56Ni mass distributions. SNe IIb, Ib,
and Ic have average ejecta masses of 2.9(1.3) M�, 3.2(1.3) M�,
and 2.8(1.2) M�, respectively; kinetic energies are found to
be 1.2(0.7) foe5, 1.6(0.9) foe, and 1.4(1.0) foe, respectively;
and 56Ni masses are 0.16(0.07) M�, 0.14(0.09) M�, and
0.16(0.06) M�, respectively.

Interestingly, the average degree of 56Ni mixing, which is
defined as the fraction of mass enclosed within the maximum
radius of the 56Ni distribution, is found to be larger in SNe Ic
compared to SNe IIb and Ib. Quantitatively, for the CSP-I sample
of SNe Ic the mixing parameter is found to be 1.0 for all the
objects except SNe 2006ir and 2005aw (the average is 0.95), as
compared to 0.75 ± 0.18 and 0.83 ± 0.12 for the SNe IIb and Ib,
respectively. All our SE SNe are found to have 56Ni mixed out
to &45% of the ejecta mass.

It is important to note that the mixing parameter is extremely
sensitive to the estimate of the explosion time, which in some
cases is not tightly constrained. Another factor that can a↵ect
our results, in particular for SN Ic progenitors, is the initial pro-
genitor star model. Helium stars were adopted for the initial
configurations in our calculations, whereas SN Ic progenitors
are thought to be largely stripped of their helium envelopes. We
adopted helium-rich models since there are currently no helium-
free structures available in the literature to use in our hydro cal-
culations for SNe Ic bolometric light curves.

7. Discussion

Key explosion parameters for the SN sample were estimated
using both semi-analytic and hydrodynamical modeling tech-
niques. In our analysis we elected to include all of the objects
not observed early enough to directly estimate their peak bolo-
metric light curve. At the end of Table 8 we report the average
EK , Mej, and 56Ni mass obtained from our modeling e↵orts when
excluding these objects. We note that, if average explosion pa-
rameters are estimated using the entire CSP-I sample, consistent
results are obtained (within the errors) compared to those ob-
tained from just the best-observed subset. This is an encouraging
finding and suggests our e↵orts to estimate the explosion epoch
and the peak luminosity for poorly observed objects do provide
for reasonable estimates on their explosion parameters.

We proceed to compare our semi-analytic results to those
obtained from other SE SN samples in the literature, as well as to
compare the parameters derived from the two di↵erent methods.
Based on the results concerning these parameters, we discuss the
implications for the nature of the SE SN progenitor stars.

7.1. Comparison with other samples in the literature

In Table 9 we present the average explosion and progenitor pa-
rameters for the di↵erent SE SN subtypes as derived from a
number of samples in the literature. We compare these published
results with our semi-analytic estimates, and the comparison is
illustrated in Fig. 23. We stress that we are comparing works
5 A foe is a unit of energy equivalent to 1051 erg.
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Systematic CCSN studies
ü Taddia et al. (2018)

Analysis of 34 LCs from the Carnegie Supernova Project.
→ No linear relation between Eexp and MNi.

ü Sukhbold et al. (2016)

1D simulation, 9-120 Msun, Z = Zsun
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Systematic CCSN studies
ü KN et al. (2015)

2D self-consistent simulations, 
M = 10.8-75 Msun, Z = 0-Zsun.
Linear relations between some 
explosion properties and ξ.
Simulations ended at t_pb < 1s.



Systematic CCSN studies
ü KN et al. (2015)

2D self-consistent simulations, 
M = 10.8-75 Msun, Z = 0-Zsun.
Linear relations between some 
explosion properties and ξ.
Simulations ended at t_pb < 1s.
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Fig. 10. Snapshots of the radial velocity vr (left column of each panel, in 109 cm s−1) and the specific entropy s (right column, in kB/nucleon) for
models s11.2 (left panels), s17.0 (middle panels), and s27.0 (right panels). Three timesteps at post-bounce times of 990 ms, 2000 ms, and 3800 ms
are shown from top to bottom. Note the absence of the low-entropy downflow onto the surface of the PNS for model s11.2 during a long-term
simulation. (Color online)
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Fig. 2. Time evolutions of the diagnostic explosion energy (left panel) and the asymmetry parameter of the ejecta (αgas, right panel), respectively.
Note that the same line styles are used in both panels. (Color online)

Fig. 3. Snapshots of the specific entropy s in kB/baryon for nine models at 0.5 s (left panels) and 2.5 s (right panels) after bounce, respectively. The
model name is denoted in the top right corner of each panel. Note the different spacial scale in each panel, which is indicated by the vertical scale
bar. White lines surrounding the high-entropy region represent the positions of shock waves. In the left panels, most of the models present a shock
expansion, except for models s12.4 and s13.8 which still show a shock sloshing within ∼250 km of the center. The right panels show that all of the
models have a maximum shock radius larger than 10000 km. (Color online)

line) is almost converged at αgas ≈ 0.3, which is very
close to that of model s20.0 (thin blue dash-dotted line),
whereas the kick velocity of model s11.2 is much smaller
than that of model s20.0 (350 km s−1, figure 1). This is
caused by the less energetic explosion of model s11.2, which
results in a smaller value of the integrated gas momentum
Pgas.

It should be noted that the models showing a unipolar
explosion result in higher αgas than those showing a bipolar
explosion. Figure 3 depicts the evolution of the blast geom-
etry for representative 2D models at 500 ms (left panels) and
2.5 s (right panels) after bounce, respectively. The shock of

model s13.8 (middle-left panel in each plot of figure 3),
for example, is expanding to the northern direction, which
results in high αgas (thick magenta dotted line in figure 2).
On the other hand, bipolar explosion models (s11.0, s11.2,
s17.0, and s20.0; see right panels of figure 3) have smaller
αgas (0.1–0.25) compared with the other models (αgas >

0.3) at this time. Some of the models, s11.0 and s17.0,
change the direction of the shock expansion during the
long-term evolution. This leads to a significant change in the
kick velocity as already mentioned—e.g., the zero-crossing
feature in vNS (figure 1) as well as in αgas (right panel of
figure 2).
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ü KN et al. (2019)

2D long-term simulations.
One model (s17) obtains Eexp > 1051 erg.
← Long-lasting accretion supplies energy source & targets of neutrinos.



Systematic CCSN studies
ü Burrows et al. (2020)

3D self-consistent simulations, 
M = 9-20, 25, 60 Msun, Z = Zsun.
Some models (s13,14,15) failed in explosion.
Explosion energy is ~ 1050 erg.
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2019) other aspects of the same resolution study. In toto, this
comprises nineteen 3D simulations with what is thought to
be the necessary physical realism.

Unless otherwise indicated, our default spatial resolu-
tion is 678⇥128⇥256 (r⇥✓ ⇥ �), we use 12 energy groups,
and the outer radius is at 20,000 kilometers (km). The ra-
dial zone width from the center out to ⇠20 km is 0.5 km, af-
ter which the zone width grows logarithmically to this outer
boundary. The energy groups are logarithmically distributed
from 1 MeV to 300 MeV (for ⌫e) or 100 MeV (for all other
species). To seed instabilities, very modest initial pertur-
bations to the velocity field of amplitude 100 km s�1 and
with ` = 10, m = 1, and n = 4, using the prescription of
Müller & Janka (2015), were imposed 10 milliseconds (ms)
after bounce to the 3D model that was mapped from the 1D
model followed to collapse. This is to be compared to the
pre-explosion speeds in front of the bounce shock of ⇠50,000
km s�1 and the immediate post-bounce speeds from ⇠8000
km s�1 to ⇠4000 km s�1. It is expected that these perturba-
tions will grow on infall (Lai & Goldreich 2000; Takahashi
& Yamada 2014), but not achieve comparable speeds. All
models were non-rotating. We have attempted to standard-
ize all model runs to ensure our model-to-model compar-
isons are as direct as possible. In this way, one can hope to
better ascertain true systematic di↵erences in the context
of state-of-the-art 3D simulations over this wide progenitor
panorama.

We emphasize that all our 3D models are calculated us-
ing exactly the same specifications and setup, including our
admittedly-crude method of initial model perturbation. This
is to enable direct comparisons and, thereby, to extract sys-
tematic variations along the progenitor continuum. It may
be that models for which we don’t witness explosions (and
vice versa) might explode with rotation, updated physics,
higher resolution, or an improved code, etc. However, we as-
sert that the relative tendency to explode, or not to explode,
is captured by our study and will serve as an important the-
oretical context going forward.

3 RESULTS

3.1 Overview

At this stage in the theoretical development of progenitor
models, it should not be assumed that the mapping between
mass and profile is accurately known. There is still much
churn in that complicated field, and the e↵ects of multi-
dimensional stellar evolution (Couch et al. 2015; Jones et al.
2016; Chatzopoulos et al. 2016; Müller et al. 2017, 2019;
Jones et al. 2019; Yoshida et al. 2019) and binarity (Müller
et al. 2019), to name only two, have not yet been fully assim-
ilated. However, it is reasonable to suggest that the range of
possible structures is well-captured by the range depicted in
Figure 1. It is in this spirit that we present our 3D explosion
results and suggest that the general range of outcomes has
been approximately corralled.

Figure 1 depicts the mass density profiles of the suite
of models upon which we focus in this paper. The range of
model slopes exterior to ⇠1.2 M� is quite wide and covers
most of the model space historically found in the literature.
The lowest mass representative, the 9-M� progenitor, boasts

0.0 0.2 0.4 0.6 0.8 1.0

t � tbounce [s]

0

100

200

300

400

500

A
v
e
r
a
g
e

s
h
o
c
k

r
a
d
iu

s
[k

m
]

9M�

10M�

11M�

12M�

13M�

14M�

15M�

16M�

17M�

18M�

19M�

20M�

25M�

60M�

Figure 2. Average shock radii. Our models span a wide range in
terms of explosion delay times with shock revival occurring from
⇠0.1 to ⇠0.5 seconds after bounce. Among the progenitors we
consider, the 13-M�, 14-M� and 15-M� models fail to explode
within the timeframe we simulate.

Figure 3. Mass accretion rate at 500 km. All exploding models
display a sharp drop in the accretion rate corresponding to the
infall of the Si/O interface. All models, with the exception of the
9-M� progenitor, show an overall positive net accretion rate onto
the inner core even after explosion sets in.

the steepest profile and the 25-M� progenitor the shallowest,
and any measure of average declivity would be a monotonic
function of ZAMS mass. However, as the calculated com-
pactness given in Table 1 demonstrates, the models are not
perfectly nested monotonically, and this is thought to re-
flect real physical e↵ects (Woosley & Heger 2007; Sukhbold
et al. 2016, 2018). Moreover, due to significant mass loss,
the 60-M� of Sukhbold et al. (2016) we employ in this pa-
per resides in the middle of the pack. For all the models,
the compactness and shallowness are inversely related to the
central density, which helps determine the time to bounce. It
should be noticed that most of the models have pronounced
density cli↵s at the silicon/oxygen interface, and it has been
shown that the accretion of such features can itself jump a
model into explosion (Vartanyan et al. 2018; Burrows et al.
2018, 2019). However, not all progenitors share this feature,
with the 13-, 14-, and 15-M� models evincing some of the

MNRAS 000, 1–25 (2019)
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Figure 6. Diagnostic explosion energies. With the exception of
the 9-M� progenitor, the explosion energies have not yet reached
their asymptotic value. However, most of the models appear to be
approaching diagnostic explosion energies near a few ⇥ 1050 erg,
except for the more massive models which are poised to achieve at
later times even higher explosion energies. The total “diagnostic”
supernova explosion energy is the sum of the internal thermal,
kinetic, and gravitational energies of the ejecta, defined as the
matter with positive Bernoulli integral. The gravitational term is
the largest and much of the deposited neutrino power goes into
work against it. We include in the diagnostic energy the “reas-
sociation energy” of the debris into nuclei and the gravitational
binding energy of the matter exterior to the explosion shock, but
interior to the 20,000-km boundary. Note that the total diagnostic
energy must still be corrected for the binding energy exterior to
the outer computational boundary, provided in Table 1, to obtain
the total explosion energy. This correction is small, except for the
more massive models, where it can approach one Bethe.

energy of ⇠1050 ergs (⇠0.1 Bethe) after ⇠0.5 seconds and
was continued to ⇠1.0 seconds.

Importantly, the higher-mass progenitors explode late
(Figure 2), but, as stated in §3.1, accumulate total energy
at a more rapid rate (Figure 6). For the 25-M� model, that
rate is ⇠1 Bethe per second and for the 20-M� model it is
only a bit less, implying that, carried for another few sec-
onds, these models would achieve what are considered to
be “canonical” supernova energies of one Bethe or more. A
caveat is that the total binding energy of the mantle exterior
to our computational boundary at 20,000 km must be paid.
As Table 1 indicates, though this number is quite small for
the low-mass progenitors, it is approaching one Bethe for
the 25-M� star, necessitating a longer energy ramp at the
rate witnessed in Figure 6 to achieve a kinetic energy at
infinity of order one Bethe. This longer time for the more
massive stars is in keeping with the results of Müller (2015),
who concluded the same using a simpler computational in-
frastructure. Hence, our results suggest that the more mas-
sive models that explode a bit later, likely ramp up more
quickly to larger explosion energies after a longer evolution.
For some massive models, perhaps the 25-M� model, the
mantle binding energy penalty may be too high and a black
hole may result5. We note that since we have neglected nu-

5 Whether a weaker supernova could still emerge in this scenario
is an interesting possibility for future study.

Progenitor t(final) Shock Radius Shock Speed
(M�) (seconds) (1000 km) (1000 km s�1)
s9.0 1.042 12.419 16.287
s10.0 0.767 1.963 6.647
s11.0 0.568 2.754 7.996
s12.0 0.903 4.088 6.944
s13.0 0.771 0.090 0.078
s14.0 0.994 0.077 0.044
s15.0 0.994 0.069 0.072
s16.0 0.617 2.265 6.717
s17.0 0.649 2.527 6.621
s18.0 0.619 2.122 7.870
s19.0 0.871 3.879 7.848
s20.0 0.629 1.415 7.330
s25.0 0.616 0.735 6.594
s60.0 0.398 0.808 5.233

Table 2. A table of the mean shock radius and mean shock speed
at the end of each baseline 3D simulation. The simulation end
time is given in seconds, the mean shock radius is given in units
of 1000 km, and the mean shock speed is given in units of 1000 km
s�1. Note that the non-exploding models (13-, 14-, and 15-M�)
have correspondingly low values for both quantities.

clear burning, it is for the 25-M� model that this neglect
may be most relevant. As we see in §3.6, the amount of core
material ejecta for this model is large and a fraction of this
mass (to be determined) may burn to boost this explosion
even further. In this context it should be remembered that
the burning of one solar mass of oxygen yields approximately
a Bethe of energy.

The lower-mass progenitors explode, when they do,
earlier after bounce, but achieve lower asymptotic explo-
sion energies. This is the systematics in explosion energy
with progenitor structure/mass that we infer from the re-
sults of this 3D progenitor model set. Importantly, this is
also consistent with what is emerging from the progenitor-
mass/explosion-energy correlation inferred in recent anal-
yses of Type IIp light curves(Morozova et al. 2018; Mar-
tinez & Bersten 2019; Eldridge et al. 2019; Poznanski 2013)6.
Clearly, future 3D simulations should push to longer post-
bounce physical times. Moreover, the chaos in the convective
turbulence will naturally introduce a degree of stochasticity
in the outcomes and their parameters, including explosion
energy. Therefore, determining the distribution functions in
these observables, even for a given progenitor, will be an
interesting long-term challenge for theory.

3.3 Proto-neutron Star Masses

Figure 7 shows the baryon mass accumulated within an iso-
density surface of mass density 1011 g cm�3 for all the sim-
ulations of this investigation. This PNS mass ranges from a
low of ⇠1.3 M� for the 9-M� model to a high near ⇠2.0 M�
for the 25-M� progenitor. In Table 3, we tabulate the baryon
and gravitational PNS masses at the end of each simulation.
The latter is the gravitational mass for the cold neutron star
in beta equilibrium, using the SFHo EOS. Except for the 9-
M� simulation, for which the PNS mass has asymptoted,
the PNS masses for the other models are still growing at

6 See, in particular, Figure 6 in Morozova et al. (2018) and Figure
5 in Martinez & Bersten (2019).
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Figure 3. Residual baryonic PNS mass in M� (top) and explosion energy in Bethes (bottom) as a function of progenitor compactness
(at 1.75 M�) (left) and progenitor mass (right) from the set of 2D late-time simulations published in Burrows & Vartanyan (2021) (“BV
21”) and using the Sukhbold et al. (2018) progenitors. Models 12- and 15-M� do not explode (marked with “X”s). We identify a strong
trend with compactness of PNS mass (in particular) and explosion energy. There is a corresponding trend with progenitor ZAMS mass,
but it is weaker (Burrows & Vartanyan 2021; O’Connor & Ott 2013). See text for a discussion.

Figure 4. The explosion energy (in Bethes) versus the initial binding energy of the progenitor exterior to the residual PNS baryon mass
(in Bethes) for the 2D models published in Burrows & Vartanyan (2021) (“BV 21”), colored by compactness. Each model is identified by
its ZAMS mass and colored by its compactness. Non-exploding models are indicated with “X”s. A clear trend, with a large spread, is in
evidence.
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Figure 9. Maximum fractional ram pressure change over a time shift �t measured for the 3D (left) and 2D (right) simulations. The

circular dots identify exploding models, while the triangles indicate the non-exploding models. �t is taken to be equal to
7Rs,max

v , where
Rs,max is the maximum shock radius and v is the infall velocity measured at 250 km (for 3D) and 400 km (for 2D). For this plot, we
ignore the pressure change caused by the ram pressure change at bounce. The maximum fractional change generally occurs at the Si/O
interface, and the amplitude of this fractional change shows how strongly the discontinuity influences the explosion. From this plot, we
can see that the ram pressure changes in non-exploding models are smaller, while for most of the exploding ones they are larger. We draw
a horizontal dashed line at 0.28 to distinguish the strong-discontinuity and weak-discontinuity clusters which can be more clearly seen in
Figure 10. Most exploding models satisfy this criterion, with three exceptions (3D-15, 2D-13 and 2D-14). However, when we look at the
shock evolution of these three exceptions in Figure 1, we find that the shocks of 2D-13 and 2D-14 expand much more slowly compared
to the other exploding models at the time the Si/O interface falls in. This indicates that either they are marginally explosive or that the
explosion is not directly triggered by the ram pressure jump. The radius of the shock of model 3D-15 expands earlier and faster compared
to other non-exploding models, which indicates that it might be marginally explosive or that the interface falls in too early to have a heat
enough neutrino heating rate for an explosion. See text for a discussion.

Figure 10. The same as Figure 9, but estimated from the initial progenitor models themselves without reference to the simulations.
Circular dots are exploding models, while the triangles are the non-exploding models. �t is given by 7Rs

v(M) , where Rs = 200 km. The

factor of 7 comes simply from the density jump at a shock for a � = 4/3 gas. The infall velocity is estimated using the free-fall velocity

v(M) =
q

2GM
Rs

� 2GM
r(M) . The infall time is calculated using a fraction of this free-fall time fit to the simulations: t(M) =

q
⇡

4G⇢̄(M) ,

where ⇢̄(M) = 3M
4⇡r(M)3

is the average density interior to a certain mass coordinate. The bounce time is estimated with the following

approximate fitted function: t0 = 0.218
⇣

⇢c
1010g cm�3

⌘�0.354
s. Comparing these plots to Figure 9, we see that this approach predicts

explodability quite well. The general trend persists: exploding models tend to have stronger maximum ram pressure jumps, while the
non-exploding ones have weaker maximum ram pressure jumps.
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ü Burrows et al. (2020)

3D self-consistent simulations, 
M = 9-20, 25, 60 Msun, Z = Zsun.
Some models (s13,14,15) failed in explosion.
Explosion energy is ~ 1050 erg.

ü Wang et al. (2022)

Compactness does NOT represent the explodability.

Ram pressure jump determines the fate of a stalled shock.

Explosion Condition 11

Figure 1. Evolution of the maximum shock radius. Left: 3D simulations from Burrows et al. (2020). Right: 2D simulations from Burrows
& Vartanyan (2021). The numbers after the “3D” or “2D” indicate the ZAMS mass of the progenitor in units of solar masses (M�).
Solid lines are exploding models, while dashed lines are non-exploding ones. The dot on each line marks the time when the maximum
shock position encounters the Si/O interface. From the 3D simulations, we see that the maximum shock radius in each model evolves in a
very similar fashion until the Si/O interface hits the shock. Despite experiencing stronger oscillations, the 2D simulations evince the same
behavior. The dashed horizontal lines denote 250 km on left panels (re 3D) and 400 km on right panels (re 2D).

Figure 2. The ⇢ (in gm cm�3) versus interior mass (M , in M�) profiles of the progenitors. Left: 3D simulations published in Burrows
et al. (2020). All these progenitors are taken from Sukhbold et al. (2016), except for the 25 M� model, which is taken from Sukhbold
et al. (2018). Right: 2D simulations published in Burrows & Vartanyan (2021). The solid lines are exploding models, while the dashed
lines are non-exploding models. The dot on each line marks the position of the Si/O interface defined via an abundance transition, which
may slightly deviate from the start point of the associated density jump. Most non-exploding models generally have a weak density jump
at the Si/O interface.
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the shock is already shrinking in average radius (as with the
3D-25). But if the interface falls into the shock too early, the
luminosity and the averaged neutrino energy are still growing
(particularly the ⌫̄e luminosity, so the neutrino heating rate
may not yet be strong enough for an explosion (witness the
case of 3D-15). Progenitors that have neither a steep den-
sity profile nor a strong discontinuity seem hard to explode.
Examples of such progenitors are the 3D-13 and 3D-14.
A measure of the strength of the density discontinuity is

the ram pressure jump when the discontinuity reaches the
shock. If the pressure jump is large enough, the shock is
kicked into explosion. A simple estimate of the ram pres-
sure at the shock radius can be obtained using the follow-
ing method: We assume that the shock radius is at Rs =
200 km and that the infall velocity is given by the free-

fall velocity v(M) =
q

2GM
Rs

� 2GM
r(M) . We derive an approx-

imate fitted relation to estimate the density at the shock
⇢s(M) = r(M)

Rs
⇢(M), where r(M) and ⇢(M) are the initial

radius and density of a mass shell. Then, the ram pressure
is given by Pram = ⇢s(M)v(M)2. The infall time is given

by a fitted fractional free-fall time t(M) =
q

⇡
4G⇢̄(M) , where

⇢̄(M) = 3M
4⇡r(M)3

is the average density interior to a mass

coordinate. The fractional change in ram pressure is then
calculated by Pram(t)�Pram(t+�t)

Pram(t) , where �t is estimated as
7Rs
v(M) . The factor of 7 is motivated by the shock jump for a

� = 4/3 gas.
There is another expression we can use to estimate the

ram pressure: Pram = v(M)
4⇡R2

s

dM
dt . Although the ram pressure

prescriptions may di↵er, the fractional change across the in-
terface is almost the same, since we are looking at the frac-
tional change in a very short time period �t ⇠ 10 ms, and all
slowly changing quantities (such as v) do not by such changes
influence the result.
Figure 9 shows the calculation of this explodability condi-

tion for the 3D (left) and 2D (right) “training” models using
the actual numbers of the detailed simulations. Max(�Pram

Pram
)

versus t � t0 is plotted for each model. The straight dashed
lines are those that might be suggested to separate mod-
els that explode (upper) from those that don’t (lower) and
the circles and triangles depict actual exploding and non-
exploding models, respectively. The condition seems not bad,
but not perfect, predicting explodability better than non-
explodability (particularly for the 2D models) 6.
However, in Figure 10 we make the same plot, but use the

analytic approximations described above for the same quanti-
ties. Figures 9 and 10 look much the same. Given this, we then
ask the question. If we now calculate using Fornax with its
full physics capabilities 100 2D models and then compare the
outcomes (exploding or not) using the analytic approach to

6 We include t � t0 because when calculating the ram pressure
jump we search over the entire progenitor profile. Thus, all in-
terfaces (not only the Si/O) will be considered, and some inter-
faces can be significantly more pronounced than the Si/O inter-
face. However, those interfaces occur either too early (t � t0 < 0)
or too late (t � t0 > 1.5 seconds), which makes them less useful
for triggering explosion. Those that are accreted too early don’t
ignite explosion because the driving luminosities have not yet built
up. Those accreted too late may not lead to explosion because the
driving luminosities have already begun to abate.

“�Pram
Pram

” versus time after bounce employing only the initial
model mass density profiles how does this explosion condition
fare?
We recapitulate and summarize here our simple prescrip-

tion for determining the explodability of a model given only
the initial density profile:

(i) Assume that the shock radius is Rs = 200 km. This
assumed radius is too large for interfaces that fall in very
early, so we ignore matter interior to the Si/O interface7.
More specifically, we ignore data with mass coordinate M <
MSi � 0.05M�.

(ii) Infall velocity and infall time are given by the free-
fall velocity and the fitted fractional free-fall time: v(M) =q

2GM
Rs

� 2GM
r(M) and t(M) =

q
⇡

4G⇢̄(M) , where r(M) is the

initial radius of the mass shell and ⇢̄(M) = 3M
4⇡r(M)3

is the

average density interior to it.
(iii) The density at the shock is given by an approximate

fitted relation ⇢s(M) = r(M)
Rs

⇢(M), where ⇢(M) is the initial
density of the mass shell.

(iv) The ram pressure is given by Pram = ⇢s(M)v(M)2.
(v) The time delay is estimated as �t = 7Rs

v(M) .

(vi) The fractional change in ram pressure is then calcu-

lated by �Pram
Pram

= Pram(t)�Pram(t+�t)
Pram(t) . (The infall time t is a

monotonically increasing function of mass coordinate M , so
we can use its inverse function to replace all M dependencies
with t dependencies.)

(vii) Based on our simulation results, we make the follow-
ing prediction: the progenitor will explode if Max(�Pram

Pram
) >

0.28, and vise versa.
(viii) The bounce time is estimated using a fitted function

t0 = 0.218
⇣

⇢c
1010g cm�3

⌘�0.354
s, where ⇢c is the initial central

mass density. This is not a very good fit, but it gives us a
sense on whether an interface reaches the shock too early or
too late.

6 THE 2D MODEL SUITE

The density and specific entropy profiles of the 100 initial
progenitor models taken from (Sukhbold et al. 2016) and
Sukhbold et al. (2018) are given in Figures 11 and 12. This
collection of models clearly spans a wide range of model struc-
tures, encompassing 9 to 27 M�. However, we do not in this
study go beyond 27 M�, leaving that range and (perhaps)
black-hole formation to another study.
Figure 13 depicts the a priori expectations for the complete

set of models in Sukhbold et al. (2018); we use only a fraction
of those for our 100-model study. The color codes for the
ZAMS mass, indicating where in progenitor-mass space we
might expect duds.
The 100 2D models were simulated out to between ⇠2 and

4 seconds after bounce, with outer radii from 30,000 to 70,000
kilometers (km). The default number of radial zones was 1024

7 The Si/O interface in this paper is defined as the density discon-
tinuity closest to the inner boundary of the oxygen shell in which
the oxygen abundance is above 15%. Sometimes the Si core size
given by this definition is underestimated, but this definition does
not compromise the accuracy of our criterion.
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Systematic CCSN studies



Summary of the current understandings from the systematic studies

ü Explosion properties are NOT a monotonic function of progenitor mass.
t_revival (explodability), E_exp, M_NS/BH, L_ν, M_Ni, …

ü Mass accretion onto the central core plays a dominant role.
Parameter(s) characterizing the accretion rate (e.x., ξ) and some of the explosion properties 
are well correlated.

ü Explodability cannot be expressed by the compactness.
Two-parameter criterion?
Degree of P_ram jump?



Systematic CCSN simulations

Spatial
dim.

Model 
# ν heating ZAMS M

[Msun] Z sim. 
time Summary

Oʼconnor & 
Ott ʼ11 1D ~100 x factor 10-120 0-solar ~1s Non-monotonic

explosion/BH formation.

Ugliano+ʼ13 1D ~100 Lν (RNS, t) 10-40 solar ~10s+ Non-monotonic 
explosion properties.

KN+ʼ15 2D ~400 Self-consistent 10-75 0-solar <1s Explosion properties 
depend on ξ.

KN+ʼ19 2D 10 Self-consistent 10-20 solar ~10s Long-term accretion 
produces Eexp>1051erg.

Burrows+ʼ20 3D 14 Self-consistent 9-20,25,60 solar <1s Eexp ~ 0.1x1051erg

KN+, in prep. 3D 16 Self-consistent 9-24 solar 0.5s Independent 3D 
study, including B.
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Figure 1. Evolution of the MHD model (black/blue curves) and the hydro model (red). a) Maximum, minimum (solid) and average shock
radius (dashed), gain radius (dotted), and proto-neutron star radius (dash-dotted). b) Critical time scale ratio ⌧adv/⌧heat. c) Turbulent
kinetic energy Eturb (black) and magnetic energy in the gain region (blue) in the MHD model. d) E�ciency ⌘conv for the conversion of
neutrino heating into turbulent energy kinetic energy (black/red) or total turbulent energy including magnetic fields (blue).

Endeve et al. (2012), though the fields did not become dy-
namically significant in their study. Moreover, conventional
estimates for the field strengths in the cores and inner shells
of massive stars could be too pessimistic. The magnetic field
strengths of 103-109 G in white dwarfs (Ferrario et al. 2015)
may not be indicative of the conditions in massive stars at
the pre-collapse stage, where convective burning could gen-
erate strong small-scale fields via a turbulent dynamo. Con-
sidering ubiquitous observations of magnetic field strengths
close to kinetic equipartition in similar settings (Christensen
et al. 2009; Brun & Browning 2017), one should expect fields
of order 1010-11 G in the innermost active burning shells at
collapse. Here we explore the amplification of such seed fields
by a small-scale dynamo and their interplay with neutrino
heating and the hydrodynamic instabilities in a progenitor
with a moderate rotation rate for the first time in a 3D MHD
simulation with neutrino transport.

2 PROGENITOR MODEL AND INITIAL
CONDITIONS

We simulate the collapse of the 15M� model m15b6 from
Heger et al. (2005), whose evolution up to collapse has been
calculated assuming magnetic torques. The progenitor has
a central rotation rate of 0.05 rad s�1, which translates into
a neutron star birth spin period of 11 ms assuming that the
collapsing core does not exchange angular momentum with
the ejecta during the explosion. The neutron star’s rotational

energy of ⇠2 ⇥ 1050 erg would thus be too small to power a
supernova with normal energy by MHD e↵ects alone.

We perform two simulations with and without magnetic
fields. Following Obergaulinger & Aloy (2017), we assume a
dipolar field geometry given by the vector potential,

(Ar, A✓, A') = (rBt,0(r) cos ✓, 0, r/2 ⇥ Bp,0(r) sin ✓), (1)

in terms of the radius-dependent poloidal and toroidal field
strengths Bp,0 and Bt,0. Realistic seed fields are likely domi-
nated by smaller scales, but in default of better pre-collapse
models, the assumption of a dipolar geometry appears justi-
fied as our findings do not appear to hinge on the large-scale
structure of the field. In order not to overestimate the im-
pact of magnetic fields, we reduce the poloidal and toroidal
field strengths Bp,prog and Bt,prog in the progenitor by a factor

of 104, i.e., Bp,0 = 10�4Bp,prog and Bt,0 = 10�4Bt,prog. In the

progenitor, Bp,prog and Bt,prog reach values of 5 ⇥ 109 G and

106 G in non-convective regions as predicted by the Tayler-
Spruit dynamo (Spruit 2002). Inside convective regions one
expects values of Bp,prog and Bt,prog close to kinetic equipar-
tition, which translates into a plasma beta (defined as the
ratio of thermal to magnetic pressure) of � = 104 for the
typical convective Mach numbers of ⇠10�2 in the innermost
burning shells at collapse (Collins et al. 2018). This would
imply rather strong fields of up to 3 ⇥ 1012 G inside a small
central region of radius 40 km and 6 ⇥ 1010 G in the oxygen
shell, but after rescaling by a factor 10�4, the seed fields can
clearly not play any dynamical role after collapse without
dynamo field amplification.
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Figure 1. Evolution of the MHD model (black/blue curves) and the hydro model (red). a) Maximum, minimum (solid) and average shock
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Endeve et al. (2012), though the fields did not become dy-
namically significant in their study. Moreover, conventional
estimates for the field strengths in the cores and inner shells
of massive stars could be too pessimistic. The magnetic field
strengths of 103-109 G in white dwarfs (Ferrario et al. 2015)
may not be indicative of the conditions in massive stars at
the pre-collapse stage, where convective burning could gen-
erate strong small-scale fields via a turbulent dynamo. Con-
sidering ubiquitous observations of magnetic field strengths
close to kinetic equipartition in similar settings (Christensen
et al. 2009; Brun & Browning 2017), one should expect fields
of order 1010-11 G in the innermost active burning shells at
collapse. Here we explore the amplification of such seed fields
by a small-scale dynamo and their interplay with neutrino
heating and the hydrodynamic instabilities in a progenitor
with a moderate rotation rate for the first time in a 3D MHD
simulation with neutrino transport.

2 PROGENITOR MODEL AND INITIAL
CONDITIONS

We simulate the collapse of the 15M� model m15b6 from
Heger et al. (2005), whose evolution up to collapse has been
calculated assuming magnetic torques. The progenitor has
a central rotation rate of 0.05 rad s�1, which translates into
a neutron star birth spin period of 11 ms assuming that the
collapsing core does not exchange angular momentum with
the ejecta during the explosion. The neutron star’s rotational

energy of ⇠2 ⇥ 1050 erg would thus be too small to power a
supernova with normal energy by MHD e↵ects alone.

We perform two simulations with and without magnetic
fields. Following Obergaulinger & Aloy (2017), we assume a
dipolar field geometry given by the vector potential,

(Ar, A✓, A') = (rBt,0(r) cos ✓, 0, r/2 ⇥ Bp,0(r) sin ✓), (1)

in terms of the radius-dependent poloidal and toroidal field
strengths Bp,0 and Bt,0. Realistic seed fields are likely domi-
nated by smaller scales, but in default of better pre-collapse
models, the assumption of a dipolar geometry appears justi-
fied as our findings do not appear to hinge on the large-scale
structure of the field. In order not to overestimate the im-
pact of magnetic fields, we reduce the poloidal and toroidal
field strengths Bp,prog and Bt,prog in the progenitor by a factor

of 104, i.e., Bp,0 = 10�4Bp,prog and Bt,0 = 10�4Bt,prog. In the

progenitor, Bp,prog and Bt,prog reach values of 5 ⇥ 109 G and

106 G in non-convective regions as predicted by the Tayler-
Spruit dynamo (Spruit 2002). Inside convective regions one
expects values of Bp,prog and Bt,prog close to kinetic equipar-
tition, which translates into a plasma beta (defined as the
ratio of thermal to magnetic pressure) of � = 104 for the
typical convective Mach numbers of ⇠10�2 in the innermost
burning shells at collapse (Collins et al. 2018). This would
imply rather strong fields of up to 3 ⇥ 1012 G inside a small
central region of radius 40 km and 6 ⇥ 1010 G in the oxygen
shell, but after rescaling by a factor 10�4, the seed fields can
clearly not play any dynamical role after collapse without
dynamo field amplification.
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ü Matsumoto et al. (2022)

3D simulation with weak B-field.
The weak seed field is amplified and supports
a development of a neutrino-driven explosion.

3D simulations with weak/strong B-fields.
The strong B-filed model presents early 
shock revival.

MHD

hydro

weak

strong
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Figure 1. Time evolution of the shock surface (outermost whitish sphere), isosurface of the entropy per baryon and magnetic field lines for fiducial model
(s27.0B12PPM5). Panels (a), (b), (c) and (d) correspond to tpb = 14, 160, 390 and 590 ms, respectively. Note that tpb denotes the post-bounce time. The
iso-entropy surface of 10 kB and 15 kB are illustrated by brown transparent shells in panels (a), (b) and (c), (d), respectively. The viewing angle of the central
object is fixed for all panels. The spatial scale is represented by the white two-headed arrow that is parallel to the z-axis in each panel.

iso-entropy surface. The magnetic field lines penetrated inside the
shock surface from the upper stream are along the isosurface of the
entropy. They trace the trajectory of the fluid motion that forms the
large bubble. The magnetic field lines are accumulated around the
down flow region between bubbles. In the deep inside of the shock
wave, the small scale structure of the magnetic field lines due to the
PNS convection is seen.

The 3D structure of the explosion of the stellar core in the late
phase of the fiducial run (s27.0B12PPM5) is shown in Fig. 1(d).
The shock wave finally reaches at a radius of ⇠ 1000 km. Its shape
is almost a sphere. It implies that the neutrino-driven convection
mainly contributes to the enhancement of the neutrino-heating ef-
ficiency compared to the SASI that indicates an aspherical shock

surface and any special direction depending on the most growing
mode. The magnetic loops observed around the equatorial region
(the equatorial plane is defined as x-y plane at z = 0) are the rem-
nant of the initial magnetic field configuration given by the vector
potential (equation 1) that forms magnetic loops on the equatorial
region at large scale (r � 1000 km).

3.2 Fast explosion of strongly magnetized model

In this section, the mechanism of the fast explosion of the strongly
magnetized core is explained focusing on the fiducial progenitor
model (s27.0) because the significant di↵erence of the progenitor
dependence on this mechanism is not observed in this work. The

MNRAS 000, 1–15 (2022)

3D CCSN simulations with magnetic field
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3D CCSN simulations with magnetic field

ü Matsumoto et al. (2022)



ü Subsequent 3D simulation:

• 2D → 3D at 10ms after bounce.

• Random density perturbation (≦ 1%) is imposed in R > 100 km.

• 600(r)x64(θ)x128(φ) grids for 0 ≦ R ≦ 104 km, 0 ≦ θ ≦ π , and 0 ≦ φ ≦ 2π.

ü Initial 2D simulation:

• No rotation,                                         with B0 = 1010 [G] and r0 = 103 km.

• 600(r)x128(θ) grids for 0 ≦ R ≦ 104 km and 0 ≦ θ ≦ π.

4 J. Matsumoto et al.

opacity set of Bruenn (1985). In this run, 20 energy groups that logarithmically spread from 1 to 300 MeV are employed. We use the equation
of state (EOS) by Lattimer & Swesty (1991) (incompressibility K = 220 MeV).

We employ the non-rotating presupernova progenitors of 15.0, 18.4 and 27.0 M� of Woosley et al. (2002). As for the initial configuration
of the magnetic fields, we assume a simple topology following Suwa et al. (2007); Takiwaki et al. (2014); Obergaulinger et al. (2014). The
magnetic field is given by a vector potential in the �-direction of the form

A� =
B0

2
r

3
0

r3 + r
3
0

r sin ✓ , (9)

where r0 = 1000 km characterizes the topology of the field. The magnetic field is uniform when the radius, r, is smaller than r0, while it
is like dipole field when r is larger than r0. B0 determines the strength of the magnetic field inside the core (r < r0). In this study, we set
B0 = 1010, 1011 or 1012 G. The model name is labelled as ‘s27.0B10’, which represents the 27.0 M� model with B0 = 1010 G. We choose
s27.0B10 as a fiducial model because 2D (albeit, non-magnetized) results using this progenitor are available in the literature (e.g. Hanke et al.
2013; Summa et al. 2016). We follow the dynamics up to tfin ⇠ 400 � 500 ms after bounce, depending on the progenitor models. In most of
the models, we terminate the simulations at the final time seeing that the diagnostic explosion energies are greater than 1050 erg. We leave
the more long-term simulation for future work.

The calculations are performed in axisymmetry. Therefore, the derivatives with respect to the �-direction (i.e. @@� ) are taken to be zero in
the governing equations when we run 2D simulations. The grid spacing in this work is the similar to that of 2D runs in Takiwaki et al. (2014).
In the radial direction, a logarithmically stretched grid is adopted for 480 zones that cover from the center up to 5000 km, whereas the polar
angle in the ✓-direction is uniformly divided into �✓ = ⇡/128. The innermost 10 km are computed in spherical symmetry to avoid excessive
time-step limitations. Reflective boundary conditions are imposed on the inner radial boundary (r = 0), while fixed-boundary conditions are
adopted for the outer radial boundary (r = 5000 km) except the gravitational potential that is inversely proportional to the radius at outer
ghost cells. A reflecting boundary condition is imposed on the 2D symmetry axis (e.g. the z-axis in our 2D run). A numerical resolution test
is given in Appendix E.

3 RESULTS

We first describe overall evolution of the magnetized and non-rotating stellar core for our fiducial model (s27.0B10) in Section 3.1. Then
in the subsequent sections, we move on to present results focusing on the impact of the initial magnetic field strength on the postbounce
evolution. The progenitor dependence of the shock evolution is presented in Section 3.4.

3.1 Overall evolution of non-rotating and magnetized core-collapse model of a 27M� star

Fig. 1 shows the temporal evolution of the spatial distribution of the entropy per baryon and magnetic field for the fiducial model (s27.0B10).
The 2D color map of the entropy per baryon is illustrated in the negative region of x (x < 0). The structure of magnetic field lines is drawn by
a line integral convolution method (Cabral & Leedom 1993) in the positive region of x (x > 0). The color depicts the strength of the magnetic
field. Panel (a), (b), (c) and (d) correspond to the time tpb = 100, 200, 300 and 500 ms after bounce, respectively. Hereafter tpb denotes the
postbounce time.

The core bounce occurs after ⇠ 200 ms (i.e. tpb = 0) after the start of the simulation, leading to the shock formation at the radius of ⇠ 20
km. The bounce shock stalls at r ⇠ 140 km around tpb = 100 ms, and then turns into the standing shock (see also, the top left panel of Fig. 2).
When the shock stalls, the structure of the magnetic field lines is like a split monopole as shown in the right-half panel of Fig. 1a. Before
the shock stall (tpb . 100 ms), the flow is almost restricted in radial direction. The split-monopole like configuration is made because the
magnetic field is "frozen-in" with respect to the matter motion. The electric resistivity of the magnetic field is so small that it is disregarded in
this work, which can be well justified in the CCSN environment (Sawai et al. 2013a). The initial vector potential (equation 9) gives magnetic
loops on the equatorial region at around r ⇠ 1000 km. These magnetic loops also gravitationally collapse (dragged by matter infall) and are
shown on the equatorial plane (x & 30 km and z = 0) in Fig. 1a. The center of loops is located at around x ⇠ 45 km and seen as a small
blueish region.

As the (maximum) shock radius starts to gradually shrink after tpb & 100 ms (e.g. Fig. 2a), it gradually deviates from the shock trajectory
of the corresponding 1D model (black solid line in Fig. 2a). This marks the growth of non-spherical motions in the postshock region. One
can clearly observe the deformation of the shock in the left-half panel of Fig. 1b at tpb = 200 ms. In Fig. 1b, one can also see the penetration
of the magnetic field lines (thin red curves in the right-half panel) into the postshock region (high entropy region in the left-half panel), which
makes the field configuration much more complicated than that outside the shock. In our ideal MHD simulations, the field amplification in
the postshock region occurs due to compression and stretching of the magnetic field, which is governed by the non-radial matter motions.
Note in our 2D models that we do not attempt to di↵erentiate the origin of the "non-radial" motions either originating predominantly from
the SASI or neutrino-driven convection because the SASI is liable to be overestimated in 2D compared to 3D simulations (e.g. Hanke et al.
2012, 2013; Fernández et al. 2014).

Fig.1c shows a snapshot after the shock revival (tpb = 300 ms, see also Fig. 2a). The low-mode deformation of the shock and the
formation of the high entropy region (colored by red in the entropy plot) is a common feature of 2D neutrino-driven explosion models. The
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Systematic 3D MHD simulations - Numerical scheme

ü 3DnSNe_MHD code (Matsumoto+’20) based on 3DnSNe code (Takiwaki+’16,’18).



ü 9-24 Msun progenitors from Sukhbold et al. (2016) ApJ, 821, 38

Systematic 3D MHD simulations - Progenitor models
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Density profiles of some models (e.x., s10, 
s11, s12) show a jump at Si/O interface.

This progenitor series have a peak (island) of 
compactness around MZMAS ~ 23 solar masses.

ξ = M(R)/R
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120ms after bounce.

Systematic 3D MHD simulations - Overview

ü Movies show iso-surface of entropy for 10 models.
Note that spatial scale (box size) is changing as the shock waves successfully revive and expand.
The model s11 presents outstanding burst at 140 ms after bounce.



Systematic 3D MHD simulations - Overview

ü Movies show iso-surface of entropy for 10 models.
Note that spatial scale (box size) is changing as the shock waves successfully revive and expand.
The model s11 presents outstanding burst at 140 ms after bounce.

150ms after bounce.



ü （Top panel）Mass accretion rate ＠ r = 500km.

ü （Bottom panel）Angle-averaged shock radius.

Systematic 3D MHD simulations - Shock revival

Roughly in order of ZAMS mass (or compactness) 
in the early phase (< 100 ms).

Some models show sudden drop when the Si/O 
interface passes through.

In some models the shock jumps when the Si/O 
interface falls onto the shock and ram pressure 
from the accreting matter is suppressed. 
→ Shock revival time is not in order of ZAMS mass.

Finally all examined models successfully revive 
their shock wave.
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ü Diagnostic explosion energy
= Ekin + Eint + Egrv of ejecta (unbound & vr > 0).
Here overburden of stellar envelope is not taken into account.
Most models show Eexp < 0.2 x 1051 erg @500ms except (s23 &) s24 model.

Systematic 3D MHD simulations - Explosion energy

���

�

��� ��� ��� ��� ���

�
��
��
��
��	

� �
��

��
�


�	
� �
��� ������ �
��

��
���
���
���
���
���
���
���

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 10  12  14  16  18  20  22  24  26
j 2

.5

MZAMS [M!]



Multi-messenger signals from CCSN

Figure from KN+’16

ü KN+ 2016, MNRAS, 461, 3296
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ü （Bottom panel）Anti-e neutrino luminosity.
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Systematic 3D MHD simulations - Neutrino LC

ü （Top panel）Mass accretion rate ＠ r = 500km.

Roughly in order of ZAMS mass (or compactness) 
in the early phase (< 100 ms).

Some models show sudden drop when the Si/O 
interface passes through.
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ü Assuming D = 10 kpc.
ü SK: fiducial volume = 22.5 kton, threshold energy = 7 MeV.
ü Only IBD is considered. No oscillation.

Systematic 3D MHD simulations - Neutrino detection event



ü Total neutrino energy emitted between 10-500 ms after bounce.

Systematic 3D MHD simulations - Neutrino (3)

It well correlates to the gravitational potential energy released via the core collapse, 
which can be represented by the Fe core mass (shown below), compactness 
parameter, or PNS mass.
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Systematic 3D MHD simulations - GW (1)

s9 s10 s11

s12 s13 s14

s15 s17 s20

ü GW waveforms for 9 of 12 models.



Systematic 3D MHD simulations - GW (2)
ü GW spectrogram of s9 (left) and s20 (right).

Common features: silent phase (< 100 ms) → nonlinear phase → explosion phase.
Amplitude is correlated to the mass (~ compactness) of the progenitor stars.

s9 s20
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ü GW spectra of s9 (small mass & small ξ) and s20 (high mass & high ξ) , compared with 
sensitivity curves of some current and future GW detectors (D = 10 kpc).

Systematic 3D MHD simulations - GW (3)

Common features: 
High-frequency components coming from central region are dominant.
s9: Only f > ~200 Hz is detectable.
s20: low-f signal (>~70 Hz) including PNS convection signal could be detectable.



NS properties - mass
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Gravitational mass distribution

“Observed” data from Table 1 in Lattimer (2012) 
Annu. Rev. Nucl. Part. Sci., 62, 485.

“Model prediction” is IMF (Salpeter) weighted.
1.2-1.7 Msun well reproduced!
Low mass NSs from binary interaction?
High mass ones supported by rapid rotation?

Time evolution of baryonic mass
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High accretion rate produces massive PNSs.

The time evolution is not (directly) observable.
We could guess from a ν luminosity curve.



NS properties - kick velocity
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NS properties - spin
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Spiral mode of SASI in s24 model.

(Note: our simulations start from non-rotating progenitors.)
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Summary

ü Systematic study of 3D CCSN models is still challenging but now itʼs a feasible idea.

ü We demonstrate 3D MHD simulations for 9-24 solar mass progenitors (Sukhbold+ʼ16).

ü All the examined models show successful shock revival in 300 ms.

ü The MM signals predicted from our 3D CCSN models confirm the previous findings in 1D/2D 
simulations:

l The v luminosity and average energy differs between the models by a factor of <~2.
l The total neutrino energy emitted during our simulations well correlates to the Fe core 

mass of the progenitor stars.
l GW signals have silent phase (< 100 ms) → nonlinear phase → explosion phase.
l High-f strong signal and low-f weak signal exist.
l Amplitude is correlated to the mass (compactness) of progenitor stars.

→ They will provide us with fruitful information on the structure of the CCSN core!


