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In slowly or non-rotating models, the centrifugal force has little dynamical im-
pact. Instead, convection and SASI perturb the PNS and excite its oscillations [10].
In the following, we discuss these two cases separately.

Furthermore, there are sub-dominant (and/or somewhat exotic) mechanisms for
generating GWs: besides perturbing the PNS, convection and SASI can directly
emit GWs. The variations in neutrino luminosity in the different region produce
anisotropic flux of neutrinos. The dense matter inside PNS may undergo phase tran-
sition, which may lead to a ”mini” second core-collapse of the PNS. Finally, if the
PNS accumulates more mass than it can support, it collapses to a BH. Each of these
processes can emit GWs and we will discuss them in more detail later.

Non-rotating and slowly-rotating case
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Fig. 1 The schematic depiction of the CCSN central engine for slowly rotating case. The neutrinos
emitted by the proto-neutron star (PNS) drive neutrino-driven convection in the gain region. The
diffusion of neutrinos out of the PNS leads to negative radial gradient of the lepton number, driving
PNS convection. The SASI drives large-scale oscillations of the shock with low ` number.
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At this point, it is useful to define for future reference the
dimensionless characteristic GW strain (Flanagan & Hughes
1998), in terms of the GW spectral energy density,

hchar =

√
2
π2

G

c3

1
D2

dEGW

df
. (17)

For signals with relatively stable frequencies and amplitudes,
Fourier transforms and their energy spectra are adequate fre-
quency analysis tools. However, for signals with time-varying
amplitudes and frequencies, a short-time Fourier transform
(STFT) is more appropriate. The STFT of A(t) is

S̃(f, τ ) =
∫ ∞

−∞
A(t) H (t − τ ) e−2π if t dt, (18)

where τ is the time offset of the window function, H (t − τ ). We
use the Hann window function:
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2

,

(19)
where δt is the width of the window function. The analog of the
energy spectrum of the Fourier transform is the spectrogram,
|S̃(f, τ )|2. Using the spectrogram, we define an analog to the
energy emission per frequency interval (Equation (15)):

dE∗
GW

df
(f, τ ) = 3

5
G

c5
(2πf )2|S̃(f, τ )|2 . (20)

We emphasize that the GW strains reported in this paper
are based upon matter motions alone and do not include the
low-frequency signal that results from asymmetric neutrino
emission (Burrows & Hayes 1996; Müller & Janka 1997).
Accurate calculations of asymmetric neutrino emission require
multi-dimensional, multi-angle neutrino transport to capture
the true asymmetry of the neutrino radiation field (see, e.g.,
Ott et al. 2008). Our choice to parameterize the effects of
neutrino transport by local heating and cooling algorithms is
based upon assumptions of transparency, which ignore diffusive
effects and would exaggerate the asymmetries and resulting
GWs. For example, Kotake et al. (2007) estimated the neutrino
GW signal using a similar heating and cooling parameterization
and obtained GW strain amplitudes that are ∼100 times the
matter GW signal. However, with an improved ray-tracing-
based method, the same authors find much smaller amplitudes
that are larger than those due to matter motions by only a
factor of a few (Kotake et al. 2009). This is in agreement with
the GW estimates of Marek et al. (2009) who used 1D ray-
by-ray neutrino transport and coupled neighboring rays in 2D
hydrodynamic simulations.

Studying the matter GW signal alone is worthwhile. Although
the neutrino GW strain amplitudes can be as large or even larger
than the contribution by matter (Burrows & Hayes 1996; Müller
& Janka 1997; Müller et al. 2004; Marek et al. 2009), the typical
frequencies, f, of the neutrino GW signal (∼10 Hz or less) are
typically much lower than the frequencies of the matter signal
("100 Hz). Consequently, the GW power emitted, which is
proportional to f 2, can be much higher for the matter GW signal.
Furthermore, although future GW detectors (e.g., Advanced
LIGO) will have improved sensitivity at low frequencies, current
detectors have response curves that are not sensitive to the lower
frequencies of the neutrino GW signal.

Figure 2. Sample of GW strain (h+) times the distance, D, vs. time after
bounce. This signal was extracted from a simulation using a 15 M% progenitor
model (Woosley & Heger 2007) and an electron-type neutrino luminosity of
Lνe = 3.7 × 1052 erg s−1. Prompt convection, which results from a negative
entropy gradient left by the stalling shock, is the first distinctive feature in the
GW signal from 0 to ∼50 ms after bounce. From ∼50 ms to ∼550 ms past
bounce, the signal is dominated by PNS and postshock convection. Afterward
and until the onset of explosion (∼800 ms), strong nonlinear SASI motions
dominate the signal. The most distinctive features are spikes that correlate with
dense and narrow down-flowing plumes striking the “PNS” surface (∼50 km).
Around ∼800 ms, the model starts to explode. In this simulation, the GW
signal during explosion is marked by a significant decrease in nonlinear SASI
characteristics. The aspherical (predominantly prolate) explosion manifests in a
monotonic rise in h+D that is similar to the “memory” signature of asymmetric
neutrino emission.

3.2. Signatures in the GW Strain

In Figure 1, we plot the GW strain (Equation (13)) times the
distance to a 10 kpc source, h+D, versus time after bounce for
all simulations. Though there is some diversity in amplitude and
timescale among these GW strains, there are several recurring
features that exhibit systematic trends with mass and neutrino
luminosity. We illustrate these features in Figure 2 with the
GW strain of the simulation using the 15 M% progenitor and
Lνe

= 3.7 × 1052 erg s−1. Before bounce, spherical collapse
results in zero GW strain. Just after bounce the prompt shock
loses energy and stalls, leaving a negative entropy gradient that
is unstable to convection. Because the speeds of this prompt
convection are larger than those of steady-state postshock or
PNS convection afterward, the GW strain amplitude rises to
h+D ∼ 5 cm during prompt convection and settles down to
∼1 cm roughly 50 ms later, which is consistent with the results
of Ott (2009b) and Marek et al. (2009). Later in this section, we
show that during both phases, convective motions in postshock
convection above the neutrinosphere and PNS convection below
it contribute to the GW strain. Since nonlinear SASI oscillation
amplitudes increase around 550 ms past bounce, the GW signal
strengthens from h+D ∼ 1 to 10 cm and is punctuated by
spikes that are coincident in time with narrow plumes striking
the PNS “surface” (at ∼50 km). Marek et al. (2009) also noted
this correlation.

The final feature after ∼800 ms is associated with explosion.
The signatures of explosion are twofold. First, during explosion,
postshock convection and the SASI subside in strength and the
higher frequency (∼300–400 Hz) oscillations in h+D diminish.
Second, global asymmetries in mass ejection result in long-term
and large deviations of the GW strain. In Figure 2, a monotonic
rise of h+D to nonzero, specifically positive, values corresponds

GW window function

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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Figure 3 shows time evolution of the GW amplitude (only
plus mode �A and extracted along positive z-axis, black line) in
the top panels and the characteristic wave strain in the

frequency-time domain ( ˜( )h F , e.g., Equation (44) of Kuroda
et al. 2014) in the bottom ones. Here F denotes the GW
frequency. The top panels show a consistent GW behavior as

Figure 3. In each set of panels, we plot (top) the GW amplitude of plus mode �A [cm] and (bottom) the characteristic wave strain in the frequency-time domain h̃ in a
logarithmic scale that is overplotted by the analytical GW frequency Fpeak (black line) of the PNS g-mode oscillation (Marek & Janka 2009; Cerdá-Durán et al. 2013;
Müller et al. 2013). We note that SFHx (top left) is the softest EOS followed in order by DD2 (middle left) and TM1 (bottom left), respectively. The top and middle
right and panels are for S11.2(SFHx) and S40.0(SFHx), respectively.

5

The Astrophysical Journal, 851:62 (12pp), 2017 December 10 Kuroda et al.

Kuroda et al. 2017
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where δt is the width of the window function. The analog of the
energy spectrum of the Fourier transform is the spectrogram,
|S̃(f, τ )|2. Using the spectrogram, we define an analog to the
energy emission per frequency interval (Equation (15)):
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We emphasize that the GW strains reported in this paper
are based upon matter motions alone and do not include the
low-frequency signal that results from asymmetric neutrino
emission (Burrows & Hayes 1996; Müller & Janka 1997).
Accurate calculations of asymmetric neutrino emission require
multi-dimensional, multi-angle neutrino transport to capture
the true asymmetry of the neutrino radiation field (see, e.g.,
Ott et al. 2008). Our choice to parameterize the effects of
neutrino transport by local heating and cooling algorithms is
based upon assumptions of transparency, which ignore diffusive
effects and would exaggerate the asymmetries and resulting
GWs. For example, Kotake et al. (2007) estimated the neutrino
GW signal using a similar heating and cooling parameterization
and obtained GW strain amplitudes that are ∼100 times the
matter GW signal. However, with an improved ray-tracing-
based method, the same authors find much smaller amplitudes
that are larger than those due to matter motions by only a
factor of a few (Kotake et al. 2009). This is in agreement with
the GW estimates of Marek et al. (2009) who used 1D ray-
by-ray neutrino transport and coupled neighboring rays in 2D
hydrodynamic simulations.

Studying the matter GW signal alone is worthwhile. Although
the neutrino GW strain amplitudes can be as large or even larger
than the contribution by matter (Burrows & Hayes 1996; Müller
& Janka 1997; Müller et al. 2004; Marek et al. 2009), the typical
frequencies, f, of the neutrino GW signal (∼10 Hz or less) are
typically much lower than the frequencies of the matter signal
("100 Hz). Consequently, the GW power emitted, which is
proportional to f 2, can be much higher for the matter GW signal.
Furthermore, although future GW detectors (e.g., Advanced
LIGO) will have improved sensitivity at low frequencies, current
detectors have response curves that are not sensitive to the lower
frequencies of the neutrino GW signal.

Figure 2. Sample of GW strain (h+) times the distance, D, vs. time after
bounce. This signal was extracted from a simulation using a 15 M% progenitor
model (Woosley & Heger 2007) and an electron-type neutrino luminosity of
Lνe = 3.7 × 1052 erg s−1. Prompt convection, which results from a negative
entropy gradient left by the stalling shock, is the first distinctive feature in the
GW signal from 0 to ∼50 ms after bounce. From ∼50 ms to ∼550 ms past
bounce, the signal is dominated by PNS and postshock convection. Afterward
and until the onset of explosion (∼800 ms), strong nonlinear SASI motions
dominate the signal. The most distinctive features are spikes that correlate with
dense and narrow down-flowing plumes striking the “PNS” surface (∼50 km).
Around ∼800 ms, the model starts to explode. In this simulation, the GW
signal during explosion is marked by a significant decrease in nonlinear SASI
characteristics. The aspherical (predominantly prolate) explosion manifests in a
monotonic rise in h+D that is similar to the “memory” signature of asymmetric
neutrino emission.

3.2. Signatures in the GW Strain

In Figure 1, we plot the GW strain (Equation (13)) times the
distance to a 10 kpc source, h+D, versus time after bounce for
all simulations. Though there is some diversity in amplitude and
timescale among these GW strains, there are several recurring
features that exhibit systematic trends with mass and neutrino
luminosity. We illustrate these features in Figure 2 with the
GW strain of the simulation using the 15 M% progenitor and
Lνe

= 3.7 × 1052 erg s−1. Before bounce, spherical collapse
results in zero GW strain. Just after bounce the prompt shock
loses energy and stalls, leaving a negative entropy gradient that
is unstable to convection. Because the speeds of this prompt
convection are larger than those of steady-state postshock or
PNS convection afterward, the GW strain amplitude rises to
h+D ∼ 5 cm during prompt convection and settles down to
∼1 cm roughly 50 ms later, which is consistent with the results
of Ott (2009b) and Marek et al. (2009). Later in this section, we
show that during both phases, convective motions in postshock
convection above the neutrinosphere and PNS convection below
it contribute to the GW strain. Since nonlinear SASI oscillation
amplitudes increase around 550 ms past bounce, the GW signal
strengthens from h+D ∼ 1 to 10 cm and is punctuated by
spikes that are coincident in time with narrow plumes striking
the PNS “surface” (at ∼50 km). Marek et al. (2009) also noted
this correlation.

The final feature after ∼800 ms is associated with explosion.
The signatures of explosion are twofold. First, during explosion,
postshock convection and the SASI subside in strength and the
higher frequency (∼300–400 Hz) oscillations in h+D diminish.
Second, global asymmetries in mass ejection result in long-term
and large deviations of the GW strain. In Figure 2, a monotonic
rise of h+D to nonzero, specifically positive, values corresponds

GW window function

Short term Fourier trans.



Multi-messengers from SNe: ν

S. Shibagaki Brainstorming workshop: Deciphering the equation of state using gravitational waves from astrophysical sources 6

• Imprints of standing accretion shock instability 

(SASI) may be found in observed neutrinos.
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(smaller shock radii lead to higher magnitudes of the
postshock velocity and vice versa); see Figs. 1 and 3.
Therefore, the SASI frequency tends to decrease during
phases of shock expansion and to increase during periods
of shock retraction. Thus, in Fig. 16, one can clearly see
that fSASI tracks the shock contraction and expansion
preceding the onset of BH formation, in agreement with
what was diagnosed in Refs. [96,114] and still holds in the
case of the spiral SASI.
Notably, even the spectrogram of the signal along

direction 2 (i.e., along one of the least optimal directions
for observing the modulations in the first subinterval of the
long spiral SASI episode) shows clear signs of the
evolution of the spiral SASI frequency in time. The less
prominent, but still traceable, hot region in the first
subinterval, [160, 420] ms, lines up perfectly with
the brighter hot region in the second subinterval, [420,
500] ms, as it does along directions 1 and 3. Also, along
direction 3, the colored regions line up at the boundary
between the two subintervals (tp:b: ≃ 420 ms), indicating
that the hot region in [420, 500] ms marks a continuation of
the spiral SASI episode along a slightly different direction.
Figure 17 gives the spectrograms of the IceCube event

rate for the 75 M⊙ model along the two observer directions
chosen in Sec. III B. As expected, the hot red region
corresponding to the spiral SASI frequency in the interval
[175, 230] ms nearly disappears between the strong (left)
and weak (right) modulation directions. The frequency of
the quadrupolar SASI modulations in the IceCube event
rate in the interval [140, 175] ms is represented by a hot red
region, visible as expected in both spectrograms due to their
directional independence. The left-hand panel shows that
the spiral SASI dipole frequency is clearly lower than the

frequency of the SASI quadrupolar motion. In fact, as
visible from Fig. 1, for the 75 M⊙ model, the relative
difference Rs − RNS grows as a function of time as Rs
expands and RNS contracts, and this is responsible for a
drop of the SASI frequency from the quadrupolar to the
dipolar phase [115]. As previously discussed in Sec. IV, at
the transition between the quadrupolar and the dipolar
phase, the shock radius shows a contraction followed by an
expansion (between 130 and 160 ms just before the
approach of the Si/O interface) that is also tracked by
the drop of the SASI frequency in the same time interval.
Similar information should also be contained in the spectro-
grams of the correspondent gravitational wave signal
[45,90,116–118]. However, a dedicated analysis of the
imprints of BH formation in the gravitational wave signal
will be subject of a future paper.
Figure 18 shows the Fourier power spectra of the

IceCube event rate for the 40 M⊙ (left) and the 75 M⊙
models (right), normalized to the power of a shot noise
realization of the IceCube background event rate (Rbkgd).
On the left-hand side, the power spectrum for the 40 M⊙
model has been computed in the interval of the first spiral
SASI episode, [160, 500] ms, along each of the three
observer directions selected as in Sec. III B. Two different
frequency peaks can be clearly identified, one at ∼110 Hz
and the other one at ∼130 Hz, corresponding to the spiral
SASI frequency in [160, 420] ms and [420, 500] ms
subintervals, respectively. Thus, there is an increase in
frequency of about 20 Hz as the shock radius retracts.
However, this feature will only be detectable along direc-
tions where all SASI peaks rise above the power of the shot
noise in IceCube. The right panel of Fig. 18 shows the
Fourier power spectrum of the 75 M⊙ model. Along the

FIG. 17. Spectrograms of the ν̄e IceCube event rates similar to Fig. 16, but for the 75 M⊙ model. The left panel shows the strong
modulations direction, which lies along the spiral SASI plane, showing activity corresponding to the dipole spiral SASI frequency in the
interval [175, 230] ms. This red spiral SASI region nearly disappears along the weak modulations direction as expected. The region
corresponding to the quadrupolar SASI modulations in the interval [140, 175] ms is directionally independent and present in both
spectrograms. The quadrupolar SASI frequency is higher than the dipolar spiral SASI frequency. Dashed vertical lines indicate the same
SASI intervals as in Fig. 4, but extend forward in time by 10 ms to compensate for the effects of the sliding window over which the short-
time Fourier transform is computed. Because of the 50 ms sliding window, the plotted spectrograms end 25 ms before the end of the
simulation.
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in the neutrino transport of our models (for the correspond-
ingly similar behavior in 1D models, see Ref. [34]).

B. Directionally dependent neutrino emission
properties

Previous work [42–48,51,54,88,90] pointed out that the
neutrino emission properties are highly directionally de-
pendent. More specifically, in SN models showing SASI
activity, sinusoidal modulations in the neutrino signal are
associated with periodic deformations of the shock wave.
In the case of sloshing or spiral SASI, such modulations are
expected to be visible to an observer along the SASI
direction or SASI plane, while they may nearly disappear
for an observer located perpendicular to the SASI plane
[42,43,88]. Building on these findings, we attempt to
identify potential SASI episode(s) in the BH-forming
models by looking for modulations in the neutrino signal
and scanning over all observer directions.
Figure 3 shows the neutrino luminosities and mean

energies for the 40 M⊙ model as a function of the
postbounce time along three selected observer directions.

The three directions are specifically chosen to highlight the
most extreme modulation amplitudes of the neutrino signal
and to show the maximal variation between periods of
modulation. The precise choice of the location of the three
selected directions relative to the orientation of the spiral
SASI dipole will be discussed in Sec. IV.
Along direction 1, a period of high amplitude modula-

tion of the neutrino properties can be observed in the
interval [160, 500] ms. These modulations are indicative of
a single long spiral SASI phase along the plane of
observation (SASI I). By comparing the left and central
panels of Fig. 3, however, one can see that only the
modulations in [160, 420] ms decrease upon changing to
an observer along direction 2 (SASI I, phase I). The
modulations in the second subinterval, [420, 500] ms,
disappear by shifting to an observer placed along direction
3 (SASI I, phase II). This suggests a change of the main
spiral SASI plane at the interval [420, 500] ms. Whether the
shift of the spiral SASI plane occurs gradually or instanta-
neously cannot be easily inferred by scanning through the
observer directions alone and will be further investigated in

FIG. 4. Analogous to Fig. 3, but for the 75 M⊙ model. For this model, only two directions, the one of strongest (left) and weakest
(right) overall signal modulation, are displayed to identify the spiral SASI phases, as will be further discussed in Sec. IV. The coordinates
of the observer corresponding to these two directions are given in the lower two panels in Fig. 6. A quadrupolar moment dominates the
neutrino emission between [140, 175] ms. This is followed by dipolar modulations of the neutrino emission due to spiral SASI in
[175, 230] ms. Note that the quadrupolar modulations are due to a quadrupolar SASI mode and do not depend strongly on the direction.
Similar to the 40 M⊙ model, the second SASI episode has a spiral nature, which is investigated in Sec. IV.
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interval [160, 500] ms. These modulations are indicative of
a single long spiral SASI phase along the plane of
observation (SASI I). By comparing the left and central
panels of Fig. 3, however, one can see that only the
modulations in [160, 420] ms decrease upon changing to
an observer along direction 2 (SASI I, phase I). The
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disappear by shifting to an observer placed along direction
3 (SASI I, phase II). This suggests a change of the main
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neously cannot be easily inferred by scanning through the
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FIG. 4. Analogous to Fig. 3, but for the 75 M⊙ model. For this model, only two directions, the one of strongest (left) and weakest
(right) overall signal modulation, are displayed to identify the spiral SASI phases, as will be further discussed in Sec. IV. The coordinates
of the observer corresponding to these two directions are given in the lower two panels in Fig. 6. A quadrupolar moment dominates the
neutrino emission between [140, 175] ms. This is followed by dipolar modulations of the neutrino emission due to spiral SASI in
[175, 230] ms. Note that the quadrupolar modulations are due to a quadrupolar SASI mode and do not depend strongly on the direction.
Similar to the 40 M⊙ model, the second SASI episode has a spiral nature, which is investigated in Sec. IV.
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associated with periodic deformations of the shock wave.
In the case of sloshing or spiral SASI, such modulations are
expected to be visible to an observer along the SASI
direction or SASI plane, while they may nearly disappear
for an observer located perpendicular to the SASI plane
[42,43,88]. Building on these findings, we attempt to
identify potential SASI episode(s) in the BH-forming
models by looking for modulations in the neutrino signal
and scanning over all observer directions.
Figure 3 shows the neutrino luminosities and mean

energies for the 40 M⊙ model as a function of the
postbounce time along three selected observer directions.

The three directions are specifically chosen to highlight the
most extreme modulation amplitudes of the neutrino signal
and to show the maximal variation between periods of
modulation. The precise choice of the location of the three
selected directions relative to the orientation of the spiral
SASI dipole will be discussed in Sec. IV.
Along direction 1, a period of high amplitude modula-

tion of the neutrino properties can be observed in the
interval [160, 500] ms. These modulations are indicative of
a single long spiral SASI phase along the plane of
observation (SASI I). By comparing the left and central
panels of Fig. 3, however, one can see that only the
modulations in [160, 420] ms decrease upon changing to
an observer along direction 2 (SASI I, phase I). The
modulations in the second subinterval, [420, 500] ms,
disappear by shifting to an observer placed along direction
3 (SASI I, phase II). This suggests a change of the main
spiral SASI plane at the interval [420, 500] ms. Whether the
shift of the spiral SASI plane occurs gradually or instanta-
neously cannot be easily inferred by scanning through the
observer directions alone and will be further investigated in

FIG. 4. Analogous to Fig. 3, but for the 75 M⊙ model. For this model, only two directions, the one of strongest (left) and weakest
(right) overall signal modulation, are displayed to identify the spiral SASI phases, as will be further discussed in Sec. IV. The coordinates
of the observer corresponding to these two directions are given in the lower two panels in Fig. 6. A quadrupolar moment dominates the
neutrino emission between [140, 175] ms. This is followed by dipolar modulations of the neutrino emission due to spiral SASI in
[175, 230] ms. Note that the quadrupolar modulations are due to a quadrupolar SASI mode and do not depend strongly on the direction.
Similar to the 40 M⊙ model, the second SASI episode has a spiral nature, which is investigated in Sec. IV.
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(smaller shock radii lead to higher magnitudes of the
postshock velocity and vice versa); see Figs. 1 and 3.
Therefore, the SASI frequency tends to decrease during
phases of shock expansion and to increase during periods
of shock retraction. Thus, in Fig. 16, one can clearly see
that fSASI tracks the shock contraction and expansion
preceding the onset of BH formation, in agreement with
what was diagnosed in Refs. [96,114] and still holds in the
case of the spiral SASI.
Notably, even the spectrogram of the signal along

direction 2 (i.e., along one of the least optimal directions
for observing the modulations in the first subinterval of the
long spiral SASI episode) shows clear signs of the
evolution of the spiral SASI frequency in time. The less
prominent, but still traceable, hot region in the first
subinterval, [160, 420] ms, lines up perfectly with
the brighter hot region in the second subinterval, [420,
500] ms, as it does along directions 1 and 3. Also, along
direction 3, the colored regions line up at the boundary
between the two subintervals (tp:b: ≃ 420 ms), indicating
that the hot region in [420, 500] ms marks a continuation of
the spiral SASI episode along a slightly different direction.
Figure 17 gives the spectrograms of the IceCube event

rate for the 75 M⊙ model along the two observer directions
chosen in Sec. III B. As expected, the hot red region
corresponding to the spiral SASI frequency in the interval
[175, 230] ms nearly disappears between the strong (left)
and weak (right) modulation directions. The frequency of
the quadrupolar SASI modulations in the IceCube event
rate in the interval [140, 175] ms is represented by a hot red
region, visible as expected in both spectrograms due to their
directional independence. The left-hand panel shows that
the spiral SASI dipole frequency is clearly lower than the

frequency of the SASI quadrupolar motion. In fact, as
visible from Fig. 1, for the 75 M⊙ model, the relative
difference Rs − RNS grows as a function of time as Rs
expands and RNS contracts, and this is responsible for a
drop of the SASI frequency from the quadrupolar to the
dipolar phase [115]. As previously discussed in Sec. IV, at
the transition between the quadrupolar and the dipolar
phase, the shock radius shows a contraction followed by an
expansion (between 130 and 160 ms just before the
approach of the Si/O interface) that is also tracked by
the drop of the SASI frequency in the same time interval.
Similar information should also be contained in the spectro-
grams of the correspondent gravitational wave signal
[45,90,116–118]. However, a dedicated analysis of the
imprints of BH formation in the gravitational wave signal
will be subject of a future paper.
Figure 18 shows the Fourier power spectra of the

IceCube event rate for the 40 M⊙ (left) and the 75 M⊙
models (right), normalized to the power of a shot noise
realization of the IceCube background event rate (Rbkgd).
On the left-hand side, the power spectrum for the 40 M⊙
model has been computed in the interval of the first spiral
SASI episode, [160, 500] ms, along each of the three
observer directions selected as in Sec. III B. Two different
frequency peaks can be clearly identified, one at ∼110 Hz
and the other one at ∼130 Hz, corresponding to the spiral
SASI frequency in [160, 420] ms and [420, 500] ms
subintervals, respectively. Thus, there is an increase in
frequency of about 20 Hz as the shock radius retracts.
However, this feature will only be detectable along direc-
tions where all SASI peaks rise above the power of the shot
noise in IceCube. The right panel of Fig. 18 shows the
Fourier power spectrum of the 75 M⊙ model. Along the

FIG. 17. Spectrograms of the ν̄e IceCube event rates similar to Fig. 16, but for the 75 M⊙ model. The left panel shows the strong
modulations direction, which lies along the spiral SASI plane, showing activity corresponding to the dipole spiral SASI frequency in the
interval [175, 230] ms. This red spiral SASI region nearly disappears along the weak modulations direction as expected. The region
corresponding to the quadrupolar SASI modulations in the interval [140, 175] ms is directionally independent and present in both
spectrograms. The quadrupolar SASI frequency is higher than the dipolar spiral SASI frequency. Dashed vertical lines indicate the same
SASI intervals as in Fig. 4, but extend forward in time by 10 ms to compensate for the effects of the sliding window over which the short-
time Fourier transform is computed. Because of the 50 ms sliding window, the plotted spectrograms end 25 ms before the end of the
simulation.
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At this point, it is useful to define for future reference the
dimensionless characteristic GW strain (Flanagan & Hughes
1998), in terms of the GW spectral energy density,

hchar =

√
2
π2

G

c3

1
D2

dEGW

df
. (17)

For signals with relatively stable frequencies and amplitudes,
Fourier transforms and their energy spectra are adequate fre-
quency analysis tools. However, for signals with time-varying
amplitudes and frequencies, a short-time Fourier transform
(STFT) is more appropriate. The STFT of A(t) is

S̃(f, τ ) =
∫ ∞

−∞
A(t) H (t − τ ) e−2π if t dt, (18)

where τ is the time offset of the window function, H (t − τ ). We
use the Hann window function:

H (t − τ ) =






1
2

(
1 + cos

(
π(t−τ )

δt

))
for |t − τ | ! δt

2
0 for |t − τ | >

δt

2

,

(19)
where δt is the width of the window function. The analog of the
energy spectrum of the Fourier transform is the spectrogram,
|S̃(f, τ )|2. Using the spectrogram, we define an analog to the
energy emission per frequency interval (Equation (15)):

dE∗
GW

df
(f, τ ) = 3

5
G

c5
(2πf )2|S̃(f, τ )|2 . (20)

We emphasize that the GW strains reported in this paper
are based upon matter motions alone and do not include the
low-frequency signal that results from asymmetric neutrino
emission (Burrows & Hayes 1996; Müller & Janka 1997).
Accurate calculations of asymmetric neutrino emission require
multi-dimensional, multi-angle neutrino transport to capture
the true asymmetry of the neutrino radiation field (see, e.g.,
Ott et al. 2008). Our choice to parameterize the effects of
neutrino transport by local heating and cooling algorithms is
based upon assumptions of transparency, which ignore diffusive
effects and would exaggerate the asymmetries and resulting
GWs. For example, Kotake et al. (2007) estimated the neutrino
GW signal using a similar heating and cooling parameterization
and obtained GW strain amplitudes that are ∼100 times the
matter GW signal. However, with an improved ray-tracing-
based method, the same authors find much smaller amplitudes
that are larger than those due to matter motions by only a
factor of a few (Kotake et al. 2009). This is in agreement with
the GW estimates of Marek et al. (2009) who used 1D ray-
by-ray neutrino transport and coupled neighboring rays in 2D
hydrodynamic simulations.

Studying the matter GW signal alone is worthwhile. Although
the neutrino GW strain amplitudes can be as large or even larger
than the contribution by matter (Burrows & Hayes 1996; Müller
& Janka 1997; Müller et al. 2004; Marek et al. 2009), the typical
frequencies, f, of the neutrino GW signal (∼10 Hz or less) are
typically much lower than the frequencies of the matter signal
("100 Hz). Consequently, the GW power emitted, which is
proportional to f 2, can be much higher for the matter GW signal.
Furthermore, although future GW detectors (e.g., Advanced
LIGO) will have improved sensitivity at low frequencies, current
detectors have response curves that are not sensitive to the lower
frequencies of the neutrino GW signal.

Figure 2. Sample of GW strain (h+) times the distance, D, vs. time after
bounce. This signal was extracted from a simulation using a 15 M% progenitor
model (Woosley & Heger 2007) and an electron-type neutrino luminosity of
Lνe = 3.7 × 1052 erg s−1. Prompt convection, which results from a negative
entropy gradient left by the stalling shock, is the first distinctive feature in the
GW signal from 0 to ∼50 ms after bounce. From ∼50 ms to ∼550 ms past
bounce, the signal is dominated by PNS and postshock convection. Afterward
and until the onset of explosion (∼800 ms), strong nonlinear SASI motions
dominate the signal. The most distinctive features are spikes that correlate with
dense and narrow down-flowing plumes striking the “PNS” surface (∼50 km).
Around ∼800 ms, the model starts to explode. In this simulation, the GW
signal during explosion is marked by a significant decrease in nonlinear SASI
characteristics. The aspherical (predominantly prolate) explosion manifests in a
monotonic rise in h+D that is similar to the “memory” signature of asymmetric
neutrino emission.

3.2. Signatures in the GW Strain

In Figure 1, we plot the GW strain (Equation (13)) times the
distance to a 10 kpc source, h+D, versus time after bounce for
all simulations. Though there is some diversity in amplitude and
timescale among these GW strains, there are several recurring
features that exhibit systematic trends with mass and neutrino
luminosity. We illustrate these features in Figure 2 with the
GW strain of the simulation using the 15 M% progenitor and
Lνe

= 3.7 × 1052 erg s−1. Before bounce, spherical collapse
results in zero GW strain. Just after bounce the prompt shock
loses energy and stalls, leaving a negative entropy gradient that
is unstable to convection. Because the speeds of this prompt
convection are larger than those of steady-state postshock or
PNS convection afterward, the GW strain amplitude rises to
h+D ∼ 5 cm during prompt convection and settles down to
∼1 cm roughly 50 ms later, which is consistent with the results
of Ott (2009b) and Marek et al. (2009). Later in this section, we
show that during both phases, convective motions in postshock
convection above the neutrinosphere and PNS convection below
it contribute to the GW strain. Since nonlinear SASI oscillation
amplitudes increase around 550 ms past bounce, the GW signal
strengthens from h+D ∼ 1 to 10 cm and is punctuated by
spikes that are coincident in time with narrow plumes striking
the PNS “surface” (at ∼50 km). Marek et al. (2009) also noted
this correlation.

The final feature after ∼800 ms is associated with explosion.
The signatures of explosion are twofold. First, during explosion,
postshock convection and the SASI subside in strength and the
higher frequency (∼300–400 Hz) oscillations in h+D diminish.
Second, global asymmetries in mass ejection result in long-term
and large deviations of the GW strain. In Figure 2, a monotonic
rise of h+D to nonzero, specifically positive, values corresponds

ν window function

Short term Fourier trans.



Rapidly rotating cases 
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• Larger GW amplitude

Previous 3D simulations:

• Ott et al. 2005  Newtonian + no neutrino

• Ott et al. 2007  full GR + Ye prescription

• Scheidegger et al. 2008, 2010 effective GR + leakage

• Takiwaki et al. 2016, 2018 Newtonian + IDSA

Full GR ν radiation-hydrodynamics simulations

Class. Quantum Grav. 26 (2009) 204015 C D Ott
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Figure 3. Left: GW signal (rescaled by distance D and in units of cm) emitted by
rotating core collapse, bounce and postbounce nonaxisymmetric dynamics in model s20A2B4 of
[61, 62]. Shown are the h+ (top) and h× (bottom) polarizations as seen by observers situated
in the equatorial plane (red lines) and along the polar axis (black lines). Note that the GWs are
linearly polarized during the axisymmetric collapse and bounce phase, and become predominantly
elliptically polarized only tens of milliseconds after bounce. This panel is a variant of the right
panel of figure 4 in [5]. Right: time–frequency (TF) analysis of the spectral energy density of
the GWs emitted by model s20A2B4. The TF analysis was carried out with a 2 − ms Gaussian
window that was shifted over the data in steps of 0.2 ms. Both the strong burst at core bounce and
the energetic late postbounce emission leave clear and clearly separated marks in the TF diagram.

that even extremely rapidly rotating cores stay axisymmetric through bounce, which constrains
the GW emission to linear polarization (emission only in one polarization). According to the
results of [64], a core collapsing with a precollapse period P0 ∼ 4 s (P0 ∼ 2 s) located at 10 kpc
emits a peak GW amplitude of |hmax| ∼ 1 × 10−21 (|hmax| ∼ 5 × 10−21) and a total energy
in GWs of the order of a few × 10−8 M$ c2 with most of the emission being concentrated at
500–800 Hz, extending to lower frequencies with increasing rotation.

Although realistic PNSs are unlikely to undergo the classical dynamical MacLaurin-type
nonaxisymmetric instability at rotation rates T/|W | ! 27% [64], nonaxisymmetric dynamics
may still develop via a low T/|W | corotation instability [65]. For equilibrium NS models,
this was first discovered by [66] and has since been found to occur also in more realistic
postbounce SN settings [61, 62, 67, 68].

In the left panel of figure 3, I plot the gravitational wave polarizations h+ (top) and
h× (bottom) as seen by equatorial (black lines) and polar observers (red lines) emitted by
model s20A2B4 in the 3 + 1 GR framework of Ott et al [61, 62]. This model used a 20 M$
progenitor with an iron core set-up to spin roughly uniformly at a period of ∼1 s. The purely
axisymmetric (! = 2,m = 0 in terms of spherical harmonics) bounce signal is followed by
a primarily axisymmetric ringdown. Nonaxisymmetric dynamics develops in the postbounce
phase and becomes relevant some 40 ms after bounce as indicated by the rise of the GW
signal emitted along the poles (! = 2,m = 2) due to the quadrupole components of the
nonaxisymmetric dynamics. The right panel of the same figure displays a TF analysis of the
GW spectral energy density. The quick change in the waveform at bounce leads to power in
a broad range of frequencies, but most of the energy is emitted around 350–400 Hz in this
rather rapidly rotating core. The nonaxsiymmetric component kicks in at higher frequencies

8

Ott 2009

non-axisymmetric instability
(low-T/|W| instability)

decreases the rotational support of the matter at the center,
and hence leads to a slow increase of the central density,
even for supposedly stable stars (see also Fig. 8). This effect
is a numerical artifact, although viscosities in stars in nature
would have a very similar effect. For the unstable model I
(b), however, we find a much more rapid increase in the cen-
tral density. This enhanced increase is caused by the grow-
ing spiral instability as it redistributes the matter in the star
and destroys the toroidal structure (compare Fig. 8).

Unlike in bar formation, in which the bar persists for
many rotational periods (compare x 3.1; Brown 2000; Saijo
et al. 2001), we find that D and Q start decreasing immedi-
ately after reaching a maximum (see Fig. 5; note that the
decrease inD is not as dramatic as the decrease inQ). This is
also evident in Figure 6, in which the density contours
approach axisymmetry at late times. As the spiral arm prop-
agates through the star, it rearranges the density profile,
eliminates the toroidal structure, and ultimately leads to a
new axisymmetric equilibrium configuration.

In Figure 9 we show the gravitational wave signal emitted
from this instability. Gravitational radiation couples to
quadrupole moments, and the emitted radiation therefore

Fig. 6.—Intermediate and final density contours in the equatorial plane for model I (a) and model I (b). Snapshots are plotted at values of
(t=Pc, !max=!

ð0Þ
max, d ) equal to (16.3, 3.63, 0.287) for (a)-i, equal to (14.7, 2.08, 0.333) for (b)-i, equal to (23.3, 11.5, 0.287) for (a)-ii, and equal to

(20.6, 3.66, 0.333) for (b)-ii. The contour lines denote densities !=!max ¼ 10$ð16$iÞd (i ¼ 1, . . . , 15).

Fig. 7.—Maximum density !max as a function of t=Pc for model I (a)
(solid line) and model I (b) (dotted line). We terminate our simulation at
t % 20Pc or when the maximum density of the star exceeds about 10 times
its initial value, !ð0Þmax.

No. 1, 2003 INSTABILITY IN DIFFERENTIALLY ROTATING STARS 357
Saijo et al. 2003



PNS Convection
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Sumiyoshi et al. 2004

The Ledoux criterion depends on the property of EOS:

s=1s=2
s=4

stable against convection



GW from PNS Oscillation
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Muller et al. 2013

Brunt-Vaisala frequency



GW from Aspherical Explosion
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Murphy et al. 2009



Effect of EOS on GW (rot. case)
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Abdikamalov et al. 2014, Richers et al. 2017

Systematic 2D simulations (1824 models) revealed the two
universal relationships.



Effect of EOS on GW (rot. case)
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Abdikamalov et al. 2014, Richers et al. 2017

Systematic 2D simulations (1824 models) revealed the two
universal relationships.

10 kpc



Mode analysis
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Torres-Forne et al. 2018, 2019a, 2019b

Brunt-Vaisala freq.Lamb freq.



Universal Relation
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Torres-Forne et al. 2018, 2019a, 2019b

2g2

2f



Method

• Fully general relativistic neutrino radiation 
hydrodynamics code (Kuroda et al. 2016)

• BSSN formalism for general relativity

• Multi-energy neutrino transport with M1 scheme

• Lattimer & Swesty EOS (K = 220 MeV)

• 70 Msun zero-metallicity star (Takahashi et al. 
2014)

• initial central rotation rate：Ω0 = 2, 1, 0 rad/sec 

c.f.) non rot. sim. showed BH formation at tpb〜230ms

15Brainstorming workshop: Deciphering the equation of state using gravitational waves from astrophysical sourcesS. Shibagaki
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Ω0=0rad/sec model
3068 S. Shibagaki et al.

deviated from that of the non-rotating model. To clearly see the
impact of rotation, we parametrically change the initial strength of
rotation. Assuming a cylindrical rotation profile, we impose the initial
angular momentum of the core as

utuφ = " 2
0 (#0 − #), (1)

where ut is the time component of the contravariant four-velocity, uφ

≡ " 2# with " =
√

x2 + y2, and " 0 is set as 108 cm. We simulate
three models by changing the initial central angular velocity #0 = 0,
1, and 2 rad s−1. For reference, the initial rotational energy and T/|W|
are ∼1.3 × 1045 erg and ∼2 × 10−7 for the original progenitor model
and are ∼ 2.6 × 1049 (∼ 6.5 × 1048) erg and ∼ 3 × 10−3 (8 × 10−4)
for the #0 = 2 (1) rad s−1 models, respectively. We use the EOS by
Lattimer & Swesty (1991) with nuclear incompressibility of K =
220 MeV (LS220). The 3D computational domain is a cubic box
with 15 000 km width, and nested boxes with nine refinement levels
are embedded in the Cartesian coordinates. Each box contains 643

cells and the minimum grid size near the origin is $x = 458 m. The
PNS core surface (∼10 km) and stalled shock (∼110–300 km) are
resolved by $x = 458 m and 7.3 km, respectively. Our simulations
proceed about 100 ms per a month with 512 cores of Cray XC50 at
the Center for Computational Astrophysics, National Astronomical
Observatory of Japan, and of Cray XC40 at YITP in Kyoto University.
tpb represents the time measured after core bounce.

3 R ESU LT

In this section, we start to overview the shock evolution of the
computed models in Section 3.1. Then, in Section 3.2, we focus
on the development of the low-T/|W| instability in our rotating
models. In Sections 3.3 and 3.4, we investigate the characteristic
time modulation in the GW and neutrino emission and discuss their
detectability.

3.1 Shock evolution

The post-bounce shock evolution is significantly affected by the
PNS contraction. To overview the process of the central PNS core
evolution, we show the evolution of the maximum density, minimum
lapse function, and ratio of the rotational energy to the gravitational
energy in Fig. 1. In this figure, the solid and dashed lines indicate the
maximum density and minimum lapse function shown by the left-
and right-hand vertical axes, respectively. The colour of each line
denotes the model difference.

The #0 = 0 rad s−1 model (green line) always shows the largest
maximum density among the three models during the simulation
time. At the final simulation time tpb ∼ 230 ms, the maximum density
and minimum lapse function exhibit a steep increase and decrease,
respectively, indicating the BH formation.1 Compared with the non-
rotating model, the maximum density of our rapidly rotating model
(with #0 = 2 rad s−1, red line) shows a slower increase after bounce
due to the centrifugal forces. The evolution of the moderately rotating
model (#0 = 1 rad s−1, blue line) lies in-between.

At the end of the simulations, the #0 = 0 rad s−1 model finally
reaches the PNS mass of ∼2.5 M%, here the PNS is defined where
the density is larger than 1011 g cm−3, while the PNS mass of the
#0 = 2 (1) rad s−1 model is ∼2.6 (2.2) M%. At this time the rotation

1Since Kuroda et al. (2018) underestimated the cooling/heating rates of νx

due to a loose convergence criterion in the implicit method, the simulation
using the same progenitor showed the later BH formation time tpb ∼ 300 ms.

Figure 1. Evolution of the maximum density (top panel; solid lines),
minimum lapse function (top panel; dashed lines), and the ratio of the
rotational energy to the gravitational energy (bottom panel) for the #0 =
2 rad s−1 (red lines), #0 = 1 rad s−1 (blue lines), and #0 = 0 rad s−1 (green
lines) models. The inset minipanel highlights a steep rise of the maximum
density for the #0 = 2 rad s−1 model due to energy transport by the low-T/|W|
instability (see the text).

Figure 2. Evolution of shock radius for the #0 = 2 rad s−1 (red line), #0 =
1 rad s−1 (blue line) and #0 = 0 rad s−1 (green line) models. The coloured
bands indicate the range of the shock radius from minimum to maximum.
The central thick lines in the colour bands indicate the mean shock radius.

periods of the PNS for the #0 = 2 and 1 rad s−1 models, estimated
from the moment-of-inertia-weighted mean angular velocity (see e.g.
Ott et al. 2006), are ∼2 and ∼6 ms, respectively.

To investigate more quantitatively the shock evolution of each
model, we next present the evolution of the minimum, maximum,
and averaged shock radii (Rsh) in Fig. 2. The maximum and minimum
shock radii correspond to the upper and lower edge of the coloured
bands, while the average shock radii are indicated by the thick solid
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Density Distribution
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one arm （tpb=70ms） two arms （tpb=140ms）

Brainstorming workshop: Deciphering the equation of state using gravitational waves from astrophysical sourcesS. Shibagaki

Ω0=2rad/sec

low T/|W| instability◉
m=1 deformation

◉

m=2 deformation

PNS PNS



S. Shibagaki Brainstorming workshop: Deciphering the equation of state using gravitational waves from astrophysical sources 22

0

100

200

300

400

0 50 100 150 200 250

R
sh
[k
m
]

tpb [ms]

Shock Radius

Average shock radius

Maximum shock radius

Minimum shock radius

development of 
one-armed
spiral wave

development of 
two-armed
spiral wave

Ω0=2rad/sec



GW Spectrogram
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At this point, it is useful to define for future reference the
dimensionless characteristic GW strain (Flanagan & Hughes
1998), in terms of the GW spectral energy density,

hchar =

√
2
π2

G

c3

1
D2

dEGW

df
. (17)

For signals with relatively stable frequencies and amplitudes,
Fourier transforms and their energy spectra are adequate fre-
quency analysis tools. However, for signals with time-varying
amplitudes and frequencies, a short-time Fourier transform
(STFT) is more appropriate. The STFT of A(t) is

S̃(f, τ ) =
∫ ∞

−∞
A(t) H (t − τ ) e−2π if t dt, (18)

where τ is the time offset of the window function, H (t − τ ). We
use the Hann window function:

H (t − τ ) =






1
2

(
1 + cos

(
π(t−τ )

δt

))
for |t − τ | ! δt

2
0 for |t − τ | >

δt

2

,

(19)
where δt is the width of the window function. The analog of the
energy spectrum of the Fourier transform is the spectrogram,
|S̃(f, τ )|2. Using the spectrogram, we define an analog to the
energy emission per frequency interval (Equation (15)):

dE∗
GW

df
(f, τ ) = 3

5
G

c5
(2πf )2|S̃(f, τ )|2 . (20)

We emphasize that the GW strains reported in this paper
are based upon matter motions alone and do not include the
low-frequency signal that results from asymmetric neutrino
emission (Burrows & Hayes 1996; Müller & Janka 1997).
Accurate calculations of asymmetric neutrino emission require
multi-dimensional, multi-angle neutrino transport to capture
the true asymmetry of the neutrino radiation field (see, e.g.,
Ott et al. 2008). Our choice to parameterize the effects of
neutrino transport by local heating and cooling algorithms is
based upon assumptions of transparency, which ignore diffusive
effects and would exaggerate the asymmetries and resulting
GWs. For example, Kotake et al. (2007) estimated the neutrino
GW signal using a similar heating and cooling parameterization
and obtained GW strain amplitudes that are ∼100 times the
matter GW signal. However, with an improved ray-tracing-
based method, the same authors find much smaller amplitudes
that are larger than those due to matter motions by only a
factor of a few (Kotake et al. 2009). This is in agreement with
the GW estimates of Marek et al. (2009) who used 1D ray-
by-ray neutrino transport and coupled neighboring rays in 2D
hydrodynamic simulations.

Studying the matter GW signal alone is worthwhile. Although
the neutrino GW strain amplitudes can be as large or even larger
than the contribution by matter (Burrows & Hayes 1996; Müller
& Janka 1997; Müller et al. 2004; Marek et al. 2009), the typical
frequencies, f, of the neutrino GW signal (∼10 Hz or less) are
typically much lower than the frequencies of the matter signal
("100 Hz). Consequently, the GW power emitted, which is
proportional to f 2, can be much higher for the matter GW signal.
Furthermore, although future GW detectors (e.g., Advanced
LIGO) will have improved sensitivity at low frequencies, current
detectors have response curves that are not sensitive to the lower
frequencies of the neutrino GW signal.

Figure 2. Sample of GW strain (h+) times the distance, D, vs. time after
bounce. This signal was extracted from a simulation using a 15 M% progenitor
model (Woosley & Heger 2007) and an electron-type neutrino luminosity of
Lνe = 3.7 × 1052 erg s−1. Prompt convection, which results from a negative
entropy gradient left by the stalling shock, is the first distinctive feature in the
GW signal from 0 to ∼50 ms after bounce. From ∼50 ms to ∼550 ms past
bounce, the signal is dominated by PNS and postshock convection. Afterward
and until the onset of explosion (∼800 ms), strong nonlinear SASI motions
dominate the signal. The most distinctive features are spikes that correlate with
dense and narrow down-flowing plumes striking the “PNS” surface (∼50 km).
Around ∼800 ms, the model starts to explode. In this simulation, the GW
signal during explosion is marked by a significant decrease in nonlinear SASI
characteristics. The aspherical (predominantly prolate) explosion manifests in a
monotonic rise in h+D that is similar to the “memory” signature of asymmetric
neutrino emission.

3.2. Signatures in the GW Strain

In Figure 1, we plot the GW strain (Equation (13)) times the
distance to a 10 kpc source, h+D, versus time after bounce for
all simulations. Though there is some diversity in amplitude and
timescale among these GW strains, there are several recurring
features that exhibit systematic trends with mass and neutrino
luminosity. We illustrate these features in Figure 2 with the
GW strain of the simulation using the 15 M% progenitor and
Lνe

= 3.7 × 1052 erg s−1. Before bounce, spherical collapse
results in zero GW strain. Just after bounce the prompt shock
loses energy and stalls, leaving a negative entropy gradient that
is unstable to convection. Because the speeds of this prompt
convection are larger than those of steady-state postshock or
PNS convection afterward, the GW strain amplitude rises to
h+D ∼ 5 cm during prompt convection and settles down to
∼1 cm roughly 50 ms later, which is consistent with the results
of Ott (2009b) and Marek et al. (2009). Later in this section, we
show that during both phases, convective motions in postshock
convection above the neutrinosphere and PNS convection below
it contribute to the GW strain. Since nonlinear SASI oscillation
amplitudes increase around 550 ms past bounce, the GW signal
strengthens from h+D ∼ 1 to 10 cm and is punctuated by
spikes that are coincident in time with narrow plumes striking
the PNS “surface” (at ∼50 km). Marek et al. (2009) also noted
this correlation.

The final feature after ∼800 ms is associated with explosion.
The signatures of explosion are twofold. First, during explosion,
postshock convection and the SASI subside in strength and the
higher frequency (∼300–400 Hz) oscillations in h+D diminish.
Second, global asymmetries in mass ejection result in long-term
and large deviations of the GW strain. In Figure 2, a monotonic
rise of h+D to nonzero, specifically positive, values corresponds
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panels), Ω0 = 1 rad s−1 (middle panels) and Ω0 = 0 rad s−1 (bottom panels) models seen along the equator (left panels) and the pole (right panels) at a source
distance of 10 kpc. The inset in each panel zooms into their low-amplitude phase.
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Current GW detectors have a potential to detect 
this GW up to ~Mpc scale!!

GW Detectability
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Neutrino spectrogram (equator)
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m=2 spiral arm (120<tpb<270 ms): fν~fGW
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Figure 9. GW strains of plus (red solid lines) and cross (blue dashed lines) modes and spectrograms of their characteristic strains for the Ω0 = 2 rad s−1 (top
panels), Ω0 = 1 rad s−1 (middle panels) and Ω0 = 0 rad s−1 (bottom panels) models seen along the equator (left panels) and the pole (right panels) at a source
distance of 10 kpc. The inset in each panel zooms into their low-amplitude phase.
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Figure 6. Evolution of the selected (normalized) spherical harmonic co-
efficients of the PNS surface !!"/!00, defined at the fiducial density of
" = 1011 g cm−3, for the Ω0 = 2 rad s−1 (top panel) and Ω0 = 1 rad s−1 (bot-
tom panel) models, respectively. Note that the vertical scales of the top left
and right panels are different.

2016). To see this phenomenon clearly, we present 3D volume render-
ings of normalized density deviation from the angle-averaged value,
(! − 〈!〉)/〈!〉, in Fig. 7. The top panel of Fig. 7 clearly shows the
development of a one-armed spiral flow in the Ω0 = 2 rad s−1 model
at "pb = 78 ms when the # = 1 PNS deformation occurs. At a later
time "pb = 204 ms, when the # = 2 PNS deformation becomes dom-
inant, the two-armed spiral flow can be clearly seen as indicated by
the middle panel. While in the Ω0 = 1 rad s−1 model, there is no
phase during which the # = 1 mode is dominant and the two-armed
spiral flow emerges as shown in the bottom panel.

Next, we move on to investigate the dynamical impact of the spiral
arm on the shock evolution. To explore the transferred energy to the

Figure 7. Snapshots of normalized density deviation from the angle-averaged
density at #pb = 78 ms (top panel) and at #pb = 204 ms (middle panel) for the
Ω0 = 2 rad s−1 model, and at #pb = 130 ms (bottom panel) for the Ω0 =
1 rad s−1 model. The one- or two-armed spiral pattern, coloured by red and
blue, can be clearly seen in each snapshot.
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Ω0=1rad/sec

Shock is stalled like normal non-rotating core-collapse.
Two spiral arms are generated (m=2 mode).
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GW Detectability

Current GW detectors have a potential to detect 
these GWs up to ~Mpc scale!!
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Lower peak amplitude in Ω0=1rad/sec, 
but it still exceeds the noise level!!
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Figure 1. The explosion energy and the ejected 56Ni mass as a function of
the main sequence mass of the progenitors for several supernovae/hypernovae
(Nomoto et al. 2003).

as E51 = E/1051 erg ∼ 30 (Iwamoto, Mazzali, Nomoto, et al. 1998; Woosley,
Eastman, & Schmidt 1999; Nakamura et al. 2001a; Mazzali et al. 2003).

Other “hypernovae” have been recognized, such as SN 1997ef (Iwamoto et al.
2000; Mazzali, Iwamoto, & Nomoto 2000), SN 1999as (Knop et al. 1999; Hatano
et al. 2001), and SN 2002ap (Mazzali et al. 2002). These hypernovae span a wide
range of properties, although they all appear to be highly energetic compared
to normal core-collapse SNe. The mass estimates, obtained from fitting the
optical light curves and spectra, place hypernovae at the high-mass end of SN
progenitors.

In contrast, SNe II 1997D and 1999br were very faint SNe with very low KE
(Turatto et al. 1998; Hamuy 2003; Zampieri et al. 2003). In the diagram
that shows E and the mass of 56Ni ejected M(56Ni) as a function of the main-
sequence mass Mms of the progenitor star (Figure 1), therefore, we propose that
SNe from stars with Mms ∼> 20-25 M! have different E and M(56Ni), with a
bright, energetic “hypernova branch” at one extreme and a faint, low-energy
SN branch at the other (Nomoto et al. 2003). For the faint SNe, the explosion
energy was so small that most 56Ni fell back onto the compact remnant. Thus
the faint SN branch may become a “failed” SN branch at larger Mms. Between
the two branches, there may be a variety of SNe (Hamuy 2003).

This trend might be interpreted as follows. Stars with Mms ∼< 20-25 M! form
a neutron star, producing ∼ 0.08 ± 0.03 M!

56Ni as in SNe 1993J, 1994I, and
1987A. Stars with Mms ∼> 20-25 M! form a black hole; whether they become
hypernovae or faint SNe may depend on the angular momentum in the collapsing
core, which in turn depends on the stellar winds, metallicity, magnetic fields,
and binarity. Hypernovae might have rapidly rotating cores owing possibly to
the spiraling-in of a companion star in a binary system.

3. Synthesis of 56Ni in ∼ 100M! Stars

The light curve modeling of the unusually bright hypernova SN1999as suggests
that the progenitor is a core-collapse supernova and the ejected 56Ni mass is

Energetic supernova

Nomoto et al. 2005
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3D MHD Jet SN
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Toroidal Pinch Studies - 1940’s and 1950’s
Alan Ware, Stanley Cousins at Imperial College & Aldermaston

First observations of the 
KINK INSTABILITY

R=25cm        
a=3cm

20 micro-secSausage                    Kink
Instability               instability

- And in addition to gross instabilities, there were strong micro-instabilities 
that greatly reduced energy confinement – but steady progress was made..

The Astrophysical Journal Letters, 785:L29 (6pp), 2014 April 20 Mösta et al.
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Figure 1. Meridional slices (x–z-plane; z being the vertical) of the specific entropy at various postbounce times. The “2D” (octant 3D) simulation (leftmost panel)
shows a clear bipolar jet, while in the full 3D simulation (three panels to the right) the initial jet fails and the subsequent evolution results in large-scale asymmetric
lobes.
(A color version of this figure is available in the online journal.)

results for a model with initial poloidal B field of 1012 G indicate
that 2D and 3D magnetorotational CCSNe are fundamentally
different. In 2D, a strong jet-driven explosion is obtained,
while in unconstrained 3D, the developing jet is destroyed by
nonaxisymmetric dynamics, caused most likely by an m = 1
MHD kink instability. The subsequent CCSN evolution leads to
two large asymmetric shocked lobes at high latitudes. Highly
magnetized tubes tangle, twist, and drive the global shock front
steadily, but not dynamically outward. Runaway explosion does
not occur during the ∼185 ms of postbounce time covered.

2. METHODS AND SETUP

We employ ideal GRMHD with adaptive mesh refinement
(AMR) and spacetime evolution provided by the open-source
EinsteinToolkit (Mösta et al. 2014; Löffler et al. 2012).
GRMHD is implemented in a finite-volume fashion with
WENO5 reconstruction (Reisswig et al. 2013; Tchekhovskoy
et al. 2007) and the HLLE Riemann solver (Einfeldt 1988) and
constrained transport (Tóth 2000) for maintaining divB = 0. We
employ the K0 = 220 MeV variant of the equation of state of
Lattimer & Swesty (1991) and the neutrino leakage/heating ap-
proximations described in O’Connor & Ott (2010) and Ott et al.
(2012). At the precollapse stage, we cover the inner ∼5700 km
of the star with four AMR levels and add five more during
collapse. After bounce, the protoneutron star is covered with a
resolution of ∼370 m and AMR is set up to always cover the
shocked region with at least 1.48 km linear resolution.

We take the 25 M" (at zero-age-main-sequence) presuper-
nova model E25 from Heger et al. (2000) and set up axisym-
metric precollapse rotation using the rotation law of Takiwaki
& Kotake (2011; see their Equation (1)) with an initial cen-
tral angular velocity of 2.8 rad s−1. The fall-off in cylindrical
radius and vertical position is controlled by the parameters
x0 = 500 km and z0 = 2000 km, respectively. We set up
the initial magnetic field with a vector potential of the form
Ar = Aθ = 0;Aφ = B0(r3

0 )(r3 + r3
0 )−1 r sin θ , where B0 con-

trols the strength of the field.
In this way, we obtain a modified dipolar field structure that

stays nearly uniform in strength within radius r0 and falls off like
a dipole outside. We set B0 = 1012 G and choose r0 = 1000 km

to match the initial conditions of model B12X5β0.1 of the
2D study of Takiwaki & Kotake (2011), in which a jet-driven
explosion is launched ∼20 ms after bounce.

We perform simulations both in full, unconstrained 3D and
in octant symmetry 3D (90 degree rotational symmetry in the
x–y-plane and reflection symmetry across the x–y-plane) with
otherwise identical setups. Octant symmetry suppresses most
nonaxisymmetric dynamics, since it allows only modes with
azimuthal numbers that are multiples of m = 4. In order to study
the impact of potential low-mode nonaxisymmetric dynamics
on jet formation, we add a 1% m = 1 perturbation (random
perturbations lead to qualitatively the same results) to the full 3D
run. Focusing on a potential instability of the strong toroidal field
near the spin axis, we apply this perturbation to the velocity field
within a cylindrical radius of 15 km and outside the protoneutron
star, 30 km ! |z| ! 75 km, 5 ms after bounce.

3. RESULTS

Collapse and the very early postbounce evolution proceed
identically in octant symmetry and full 3D. At bounce, ∼350 ms
after the onset of collapse, the poloidal and toroidal B field
components reach Bpol, Btor ∼ 1015 G. The hydrodynamic
shock launched at bounce, still approximately spherical, stalls
after ∼10 ms at a radius of ∼110 km. Rotational winding,
operating on the extreme differential rotation in the region
between inner core and shock, amplifies the toroidal component
to 1016 G near the rotation axis within ∼20 ms of bounce.
At this time, the strong polar magnetic pressure gradient, in
combination with hoop stresses excerted by the toroidal field,
launches a bipolar outflow. As depicted by the leftmost panel of
Figure 1, a jet develops and reaches ∼800 km after ∼70 ms in
the octant-symmetry run. The expansion speed at that point is
mildly relativistic (vr $ 0.1–0.15 c). This is consistent with the
2D findings of Takiwaki & Kotake (2011).

The full 3D run begins to diverge from its more symmetric
counterpart around ∼15 ms after bounce. A nonaxisymmetric
spiral (m = 1) deformation develops near the rotation axis.
It distorts and bends the initially nearly axisymmetrically
developing jet, keeping it from breaking out of the stalled
shock. The nearly prompt magnetorotational explosion of the

2

Moesta et al. 2014
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Model Ω0 [rad s−1] !0√
4"

[1012G] !end [ms] "exp [1050erg] #PNS [M#] ΩPNS [rad s−1]
!

pol
PNS√
4"

[1014G]
!tor

PNS√
4"

[1014G]

R05B12 0.5 1 200 – 1.62 109 1.86 1.53
R10B12 1.0 1 368 0.76 1.61 67 1.66 1.01
R10B13 1.0 10 316 0.49 1.59 -52 1.95 0.43
R20B12 2.0 1 545 4.9 1.49 -42 0.65 0.36

Table 1. Summary of our models. From left to right, the columns represent the model name, the initial rotation rate parameter (equation (1)), the initial magnetic
field strength parameter (equation (2)), the postbounce time at the end of the simulation, the diagnostic explosion energy, the PNS mass; the average rotation rate,
the poloidal and toroidal components of the average magnetic field at the surface of the PNS. The last five quantities are measured at the end of the simulation.
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Figure 1. Evolution of maximum shock radius (top) and evolution of explo-
sion energy (bottom).

(red solid line) and R10B12 (blue dotted line), present MHD jet ex-
plosion. The shock radius and explosion energy for R20B12 model
are more rapidly and energetically growing than the ones for R10B12
model. At the final simulation time, the maximum shock radius and
the explosion energy of R20B12 model finally reaches ∼ 11000 km
and 4.9×1050 erg, respectively while the ones of R10B12model have
∼3600 km and 0.76 × 1050 erg, respectively.

The left two panels of Figure 2 show the snapshots of entropy on
the ! − " plane at the time when the jet reaches ∼300 km for the
MHD jet models, R20B12 (top) and R10B12 (bottom). The faster
initial rotation model, i.e., R20B12, strengthens the magnetic fields
faster than R10B12 does by quickly winding up the magnetic field
lines along the rotational axis, which results in the earlier jet launch
of R20B12 at #pb ∼60 ms than the one of R10B12 at #pb ∼100 ms.

The equatorial shock surface reaches 300 km a few tens milliseconds
after this time. The right two panels of Figure 2 show the snapshots of
entropy on the !− " plane at the final simulation time for the MHD jet
models, R20B12 (top) and R10B12 (bottom). As we see in Figure 1,
the MHD jets pass through the plotted boundary (" = ±2000 km)
before their simulation time.

Our jet explosion models show clear deviation from the axisym-
metric bipolar jet flow. Mösta et al. (2014) found that the kink in-
stability make displacement of the jet structure and could disrupt
the axial jet. Our jet models already show non-axisymmetric shock
surface of the jet when the shock reaches ∼ 300 km (the left panels
of Figure 2) and development of this deviation finally produces a
large-scale non-axisymmetry of the jet (the right panels of Figure 2).

To quantify the displacement of the bipolar jet, we monitor the
evolution of the magnetic barycenter, defined by

!̄$ =

∫
%=%0

!$$2%!%&∫
%=%0

$2%!%&
, (4)

where the integral is performed for the region with '̄ =
√
!̄2 + &̄2 <

|"0 |. Figure 3 displays the development of the displacement of the
magnetic barycenter from the rotational axis, '̄ , measured at " =
±50 km for the jet explosion models. Commonly, the displacement
starts to grow exponentially at #pb ∼ 5 ms and saturates at O(100) km
soon later, and their growth timescales are ∼0.3 ms. This growth
timescale is slightly shorter than the ones observed by Mösta et al.
(2014) (∼1.4 ms) and Bugli et al. (2021) (∼2.2 ms). This difference
is likely due to the difference of the progenitor rotation and magnetic
field strength since the growth timescale of the kink instability is
inversely proportional to the strength of the toroidal magnetic fields
(Mösta et al. 2014).

To understand the evolution of the magnetic barycenter, we plot
the trajectory of the magnetic barycenter at " = ±50 km in the linear
regime (0 < #pb < 6 ms) in the left panels of Figure 4 and the one
in the whole computational time in the right panel of Figure 4. In
both models R20B12 and R10B12, the trajectory roughly follows
the direction of rotation, independent of the sign of the magnetic
fields. According to the linear analysis, propagation direction of the
kink instability should depend on the sign of the toroidal magnetic
fields. Our core-collapse models basically have the negative toroidal
magnetic fields for " > 0 and the positive ones for " < 0 due to
the field wrapping. This indicates that the propagation of the kink
instability should be counterclockwise for " > 0 and clockwise for
" < 0, but the left panels of Figure 4 does not show such features. This
apparent inconsistency would be solved by using a comoving frame
instead in this analysis (see Kuroda et al. (2020) for more detailed
discussion). The displacement of the magnetic barycenter relative to
the rotation axis reaches ∼ 20 % at the final simulation time for each
model, which is roughly two times higher than Bugli et al. (2021).

MNRAS 000, 1–8 (2020)

● Progenitor: s20 (Woosley & Heger2007)

● full GR RMHD code (Kuroda et al. 2020, 

2021)

● neutrino transport: M1 scheme

● EOS: SFHo (Steiner et al. 2013)

● cylindrical rotation

● dipole magnetic field
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R10B12 R20B12

2 Shibagaki, Kuroda, Kotake, & Takiwaki

Model Ω0 [rad s−1] !0√
4"

[1012G] !end [ms] "exp [1050erg] #PNS [M#] ΩPNS [rad s−1]
!

pol
PNS√
4"

[1014G]
!tor

PNS√
4"

[1014G]

R05B12 0.5 1 200 – 1.62 109 1.86 1.53
R10B12 1.0 1 368 0.76 1.61 67 1.66 1.01
R10B13 1.0 10 316 0.49 1.59 -52 1.95 0.43
R20B12 2.0 1 545 4.9 1.49 -42 0.65 0.36

Table 1. Summary of our models. From left to right, the columns represent the model name, the initial rotation rate parameter (equation (1)), the initial magnetic
field strength parameter (equation (2)), the postbounce time at the end of the simulation, the diagnostic explosion energy, the PNS mass; the average rotation rate,
the poloidal and toroidal components of the average magnetic field at the surface of the PNS. The last five quantities are measured at the end of the simulation.

102

103

104

 0  100  200  300  400  500

R
sh

,m
ax

 [k
m

]

tpb [ms]

R05B12
R10B12
R10B13
R20B12

 0

 1

 2

 3

 4

 5

 6

 7

 0  100  200  300  400  500

E
ex

p [
10

50
 e

rg
]

tpb [ms]

R10B12
R10B13
R20B12

Figure 1. Evolution of maximum shock radius (top) and evolution of explo-
sion energy (bottom).

(red solid line) and R10B12 (blue dotted line), present MHD jet ex-
plosion. The shock radius and explosion energy for R20B12 model
are more rapidly and energetically growing than the ones for R10B12
model. At the final simulation time, the maximum shock radius and
the explosion energy of R20B12 model finally reaches ∼ 11000 km
and 4.9×1050 erg, respectively while the ones of R10B12model have
∼3600 km and 0.76 × 1050 erg, respectively.

The left two panels of Figure 2 show the snapshots of entropy on
the ! − " plane at the time when the jet reaches ∼300 km for the
MHD jet models, R20B12 (top) and R10B12 (bottom). The faster
initial rotation model, i.e., R20B12, strengthens the magnetic fields
faster than R10B12 does by quickly winding up the magnetic field
lines along the rotational axis, which results in the earlier jet launch
of R20B12 at #pb ∼60 ms than the one of R10B12 at #pb ∼100 ms.

The equatorial shock surface reaches 300 km a few tens milliseconds
after this time. The right two panels of Figure 2 show the snapshots of
entropy on the !− " plane at the final simulation time for the MHD jet
models, R20B12 (top) and R10B12 (bottom). As we see in Figure 1,
the MHD jets pass through the plotted boundary (" = ±2000 km)
before their simulation time.

Our jet explosion models show clear deviation from the axisym-
metric bipolar jet flow. Mösta et al. (2014) found that the kink in-
stability make displacement of the jet structure and could disrupt
the axial jet. Our jet models already show non-axisymmetric shock
surface of the jet when the shock reaches ∼ 300 km (the left panels
of Figure 2) and development of this deviation finally produces a
large-scale non-axisymmetry of the jet (the right panels of Figure 2).

To quantify the displacement of the bipolar jet, we monitor the
evolution of the magnetic barycenter, defined by

!̄$ =

∫
%=%0

!$$2%!%&∫
%=%0

$2%!%&
, (4)

where the integral is performed for the region with '̄ =
√
!̄2 + &̄2 <

|"0 |. Figure 3 displays the development of the displacement of the
magnetic barycenter from the rotational axis, '̄ , measured at " =
±50 km for the jet explosion models. Commonly, the displacement
starts to grow exponentially at #pb ∼ 5 ms and saturates at O(100) km
soon later, and their growth timescales are ∼0.3 ms. This growth
timescale is slightly shorter than the ones observed by Mösta et al.
(2014) (∼1.4 ms) and Bugli et al. (2021) (∼2.2 ms). This difference
is likely due to the difference of the progenitor rotation and magnetic
field strength since the growth timescale of the kink instability is
inversely proportional to the strength of the toroidal magnetic fields
(Mösta et al. 2014).

To understand the evolution of the magnetic barycenter, we plot
the trajectory of the magnetic barycenter at " = ±50 km in the linear
regime (0 < #pb < 6 ms) in the left panels of Figure 4 and the one
in the whole computational time in the right panel of Figure 4. In
both models R20B12 and R10B12, the trajectory roughly follows
the direction of rotation, independent of the sign of the magnetic
fields. According to the linear analysis, propagation direction of the
kink instability should depend on the sign of the toroidal magnetic
fields. Our core-collapse models basically have the negative toroidal
magnetic fields for " > 0 and the positive ones for " < 0 due to
the field wrapping. This indicates that the propagation of the kink
instability should be counterclockwise for " > 0 and clockwise for
" < 0, but the left panels of Figure 4 does not show such features. This
apparent inconsistency would be solved by using a comoving frame
instead in this analysis (see Kuroda et al. (2020) for more detailed
discussion). The displacement of the magnetic barycenter relative to
the rotation axis reaches ∼ 20 % at the final simulation time for each
model, which is roughly two times higher than Bugli et al. (2021).
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GW Spectrogram R20B12

equatorial observer

matterneutrino

Both MHD jets and asymmetric neutrino emissions 

contribute to the generation of low-frequency GW.

Shibagaki, Kuroda, Kotake, Takiwaki, Fischer(2024)

40S. Shibagaki Brainstorming workshop: Deciphering the equation of state using gravitational waves from astrophysical sources



GW Detectability
equatorial observer

The neutrino component is dominated over 
the jet component at low frequencies.
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Summary
• 3D GR ν-radiation hydrodynamics simulation of 70 

solar mass rapidly rotating stellar core collapse
• The protoneutron star deformation due to rotation 

changes relationship between GW and neutrinos on their 
spectrograms.
• m=1 deformation :  fν~fGW/2
• m=2 deformation :  fν~fGW

• This indicates that joint observation of GW and neutrino 
could give us a hint of the protoneutron star 
deformation. 

• Fully general relativistic 3D neutrino radiation-
magnetohydrodynamics simulations of rotating 
magnetized core collapse

• GW from anisotropic neutrino emission may hide GW 
from hydrodynamic motion.


